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Abstract: In this study, the influence of two dialectal prosodic features on the 

processing of lexical meaning during spoken word recognition was investigated 

in German dialect and non-dialect speakers. Previous studies in the field of Ger-

man dialectology investigated differences between dialectal varieties and the 

Standard German variety by using mainly offline production and perception 

studies. The present study concentrates on brain responses to the phonological 

contrast of vowel quantity combined with tone accents, which occur in Germany 

exclusively in the Middle-Franconian dialect area (Moselle-Franconian, Ripuar-

ian and southern Low Franconian dialects) but not in Standard German. In an 

event-related potential-study using a classic oddball paradigm, two groups of 

participants (dialect and Standard German speakers) were presented with two 
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words of a minimal pair ([ʃa̠ː2l] ‘stale’ vs. [ʃa̠lˑ2] ‘acoustic noise’) which have in-

verted lengths for the vowel and the lateral but both bear Tone Accent 2. Late 

mismatch negativity effects resulting from pre-attentive processing differ in am-

plitude and latency between the two groups of participants indicating varying 

phonological relevance of prosodic cues in these two varieties. Although both 

participant groups perceive Tone Accent 2 as a high tone, only the dialect group 

uses rules of tone-text-association within the minimal pair for lexical access. 

Keywords: vowel quantity, tone accent, dialect, event-related potentials (ERP), 

auditory evoked responses, late mismatch negativity (MMN), contrast 

enhancement 

1 Introduction 

1.1 General Introduction 

The Standard German vowel system contains 15 monophthongs and three diph-

thongs and can therefore be regarded as a relatively rich system of vowel pho-

nemes compared to most other languages.1 In some German dialects such as Mo-

selle-Franconian, phoneme inventories are even more extensive. In Mayen, 

which is part of the Moselle-Franconian dialect area, 20 monophthongs and three 

diphthongs exist in the vowel inventory. While tenseness and long quantity2 and 

then laxness and short quantity appear for most of the vowel phonemes in com-

plementary distribution in the Standard German variety, all tense vowels can also 

appear with short quantity in stressed positions in this dialect (e.g., [ʃtuf] ‘living 

room’ and [ʃtof] ‘textile fabric’). This means that there are absolutely parallel rows 

of short and long vowels concerning quality, and therefore vowel quantity has a 

larger phonological load than in the Standard German variety. Thus, an exami-

nation of quantity seems very worthwhile for this particular dialect variety. 

In addition, in the Middle-Franconian dialects including Moselle-Franco-

nian, there are tone accents associated with vowels or other sonorants, which can 

be used for lexical access. But the question still remains how these phonological 

|| 
1 Some authors such as Wiese (2011) also consider the two vowels [ə] und [ɐ] to be phonemes of 

Standard German, both of which can only occur in an unstressed position. Also the vowel [ɛː] is 

discussed concerning its phoneme status. It is considered here, but it is not used by all German 

speakers and is distinctive only in some minimal pairs. 

2 The term quantity is used here only for phonological distinction, whereas length refers to the 

units of perception and duration to the acoustic units. 
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differences between the different German varieties influence vowel processing. 

This question will be examined by means of electrophysiological responses to 

vowel perception. 

Research findings already exist for neural processing of prosodic cues like 

length (e.g., Näätänen, Paavilainen, and Reinikainen 1989; Jaramillo, Alku, and 

Paavilainen 1999; Jaramillo et al. 2001; Amenedo and Escera 2000; Menning et 

al. 2002; Nenonen et al. 2003; Ylinen, Huotilainen, and Näätänen 2005; Ylinen et 

al. 2005, 2006; Kirmse et al. 2008; Chládková, Escudero, and Lipski 2013) and 

tone (e.g., Gandour et al. 2000, 2004; Gandour 2006, 2007; Chandrasekaran, 

Krishnan, and Gandour 2007, 2009; Kaan et al. 2008; Fournier et al. 2010), but 

there is hardly any research on the interaction of these cues for word processing. 

Only a few studies explored the processing of fundamental frequency (F0) and 

length, but only on the basis of isolated sounds (e.g., Czigler and Winkler 1996; 

Levänen et al. 1993; Wolff and Schröger 2001; Jaramillo et al. 2001) or vowels (e.g., 

Jaramillo et al. 2001) and therefore without direct relevance to word access. More-

over, a consensus on the existence of an additive processing of different cues (cf. 

Wolff and Schröger 2001) or a separated processing (cf. Jaramillo et al. 2001) re-

mains to be found. 

A number of results from the studies concerning cognitive processing of 

length or acoustic duration differences are summarised in the following: i) De-

pending on the direction in which the various stimuli are tested (long to short or 

short to long), MMN effects diverge to a different degree (cf. Jaramillo, Alku, and 

Paavilainen 1999; Takegata et al. 2008; Colin et al. 2009). Similarly, ii) the stimu-

lus material used (e.g., harmonic tones vs. vowels) is considered to be another 

factor which influences the strength of the effect (cf. Jaramillo, Alku, and Paavi-

lainen 1999; Jaramillo et al. 2001; Takegata et al. 2008; Christmann et al. 2014), 

and also iii) the phonological relevance of length in native languages seems to be 

a relevant factor (cf. Nenonen et al. 2003; Ylinen et al. 2006; Kirmse et al. 2008). 

It can be concluded that differences in length represent an important value for 

neural processing and depend on varying factors. But the stimuli used only range 

from harmonic tones to individual vowels to pseudowords. So the question re-

mains as to whether the identified neural signatures can also be transferred to 

real words because differences in phonological quantity have an important func-

tion for lexical access unlike pure duration differences between harmonic tones. 

The results mentioned above are valid only for simple length contrasts, but 

in some phonological systems they appear in conjunction with other prosodic 

features. Therefore, the question arises how quantity differences are processed 

when additional cues like tone accents can be used for lexical access. 
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Varieties in which such an issue can be investigated very well are the Mo-

selle-Franconian dialects. These dialects spoken in the western part of Germany 

are of particular interest to researchers as they have developed a form-meaning 

mapping in which lexical and morphosyntactic distinctions between words are 

often derived from prosodic, i.e., tonal cues alone (as referred to tone accents like 

Tone Accent 1 and Tone Accent 2; cf. Schmidt 1986; Gussenhoven and Peters 

2004; Werth 2011; Köhnlein 2011). In the Moselle-Franconian dialects “the con-

trast is acoustically manifested by a complex phenomenon consisting of a con-

stant length opposition (Tone Accent 1 is always shorter) and a robust pitch dif-

ference” (Werth 2012: 187–188). Werth (2012: 192) describes the pitch difference 

as follows: “Accent 2 is marked with a lexical high tone [Hlex] on the second mora 

which Accent 1 lacks”. For example, in the dialect of Mayen, the dialect words 

[d̥a̠ʊ͡1f] ‘pigeon’ and [d̥a̠ʊ͡2f] ‘baptism’ are distinguished by prosodic tone accent 

features (characterised by superscripts in the transcription) but not by features at 

a segmental level, while in the Standard German variety the phonemic segmental 

distinction /b/ versus /f/ is used to differentiate between the same lexemes: 

[ta̠ʊ͡bə] ‘pigeon’ and [ta̠ʊ͡fə] ‘baptism’. Roughly speaking, compared to Standard 

German, Moselle-Franconian dialects show a preferred tendency to distinguish 

word meaning by prosody in that tone accents occur in all words that include 

heavy nuclei, i.e., on syllables containing a long vowel, a diphthong or a short 

vowel followed by a sonorant coda (cf. Schmidt 1986; Werth 2011; Köhnlein 2011). 

Taken together, the previous considerations may mean that the combination 

of certain kinds of prosodic features like tone accents and vowel quantity are 

more relevant for lexical access in a tone-accent dialect than in the Standard Ger-

man variety. To address this issue, we have investigated the interaction of two 

types of prosodic features in natural speech: i) tone-text-association, which is the 

association of tones with prosodic domains like syllables, moras or words, and ii) 

vowel quantity. To do so, we tested two participant groups: i) speakers of the Mo-

selle-Franconian dialect who use tone accents as a cue for lexical access and ii) 

speakers of the Standard German variety who do not. 
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1.2 The interaction of tone and length in the Moselle-
Franconian dialect of Mayen 

Length is a feature in the Moselle-Franconian dialects which can be complemen-

tarily distributed between vowels and the following sonorant. Its auditory and 

acoustic salience is clearly evident in words with Tone Accent 2 (cf. Schmidt 1986: 

185–191). Thus, if there is a long vowel followed by a sonorant in the rhyme of 

words with Tone Accent 2, the sonorant is short (e.g., [ʃa̠ː2l] ‘stale’, see Table 1, 

condition b.). On the other hand, if the vowel is short, the sonorant is prolonged 

(e.g., [ʃa̠lˑ2] ‘acoustic noise’, see Table 1, condition a. In CV phonology (cf. e.g., 

Clements and Keyser 1983; Lass 1984; Hayes 1999), these time units can be repre-

sented with the skeletal positions VCC (= short vowel + long sonorant) and VVC 

(= long vowel + short sonorant).3 Phonetically, the occurrence of long sonorants 

can be explained by the fact that the realization of Tone Accent 2 requires more 

time than available in two short consecutive segments (short vowel + short son-

orant).4 By prolonging the sonorant, a sufficiently large time interval for full real-

ization of the tonal pattern is provided (cf. Schmidt 1986: 185–191). 

In some phonological theories, this large time interval can be analyzed 

through an underlying bimoraic domain (µµ), if we follow the definition of moras 

as tone-bearing units. Often, moras are defined units of weight and length (cf. 

e.g., Trubetzkoy 1939; Féry 2001; Hyman 2003), but in most tone and tonal accent 

languages, moras also operate as tone-bearing units (cf. e.g., Zec 1994; Hyman 

2003; Zhang 2002; Werth 2011, 2012), which is their crucial function within the 

Moselle-Franconian dialects. Both moras are of decisive importance; intonational 

tone associated with the first mora expresses the communicative meaning, while 

the pitch level on the second mora (presence of a lexical high tone for Tone Ac-

cent 2 and absence for Tone Accent 1) expresses the lexical meaning (cf. Werth 

2011, 2012). Although sonorant consonants are lengthened due to the association 

of the tone accent with the second mora, consonantal length alone could not be 

seen here as a phonologically distinctive feature. Schmidt (1986) assumes that 

|| 
3 Other authors like Wiese (1996), Ramers (1998) or Ramers and Vater (1995) associate also long 

vowels with two skeletal positions, but with the symbols VC. To reflect the difference between 

the two mentioned conditions (long vowel + short sonorant consonant and short vowel + long 

sonorant consonant), we follow authors like Lass (1984) and Hayes (1999), using the symbols VV 

for long vowels in the phonological representation. 

4 This larger time frame required for the realization of high tones in opposition to low tones is 

due to the fact that an increase in fundamental frequency in speech production universally re-

quires more muscle activity and therefore more production time than for an F0-decrease (cf. 

Ohala 1972, 1978; Ohala and Ewan 1973; Sundberg 1973, 1979). 
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phonetic length of the sonorant consonant is to be regarded solely as a supraseg-

mental feature expression of Tone Accent 2. Thus, when preceded by a short 

vowel, the sonorant is lengthened to provide enough space for the realization of 

tonal information on the second mora. Therefore, length differences on the son-

orant consonants are an epiphenomenon of the association of Tone Accent 2-lex-

ical high tone with the consonant. 

Another study that deals with Moselle-Franconian tone accents, and thus 

also constitutes direct relevance for the present study, is by Werth (2011, cf. 2012). 

Acoustically, tone accents are based on a phonetic-prosodic feature complex of 

fundamental frequency, duration and intensity, as has been demonstrated in nu-

merous studies (cf. Heike 1962; Schmidt 1986; Gussenhoven and Peters 2004; Pe-

ters 2006; Werth 2011). However, Werth (2011) has shown that for the identifica-

tion of tone accents, the tonal features represent the crucial cue in perception. In 

his perception tests with native speakers, he manipulated all of the three acoustic 

components belonging to tone accents and came to the result that “native listen-

ers identified the opposite tone accent (Tone Accent 2 in place of Tone Accent 1 

and vice versa) significantly often when F0 was manipulated, but almost never 

when length […] or intensity […] were” (Werth 2012: 190). Thus, length can be 

considered a redundant feature, whereas the lexical tone represents the relevant 

information for the identification process. 

Another important result of the identification task was that listeners always 

responded to the F0-movement at the end of the word. For this reason, it seems 

sensible to associate the lexical tone to the second mora. Furthermore, this lexical 

tone is always associated with a long segment with an underlying bimoraic struc-

ture; in monosyllabic words with a VCC-structure (condition a.: short vowel + 

long sonorant consonant), the second mora and therefore the lexical high tone 

(Hlex) is located on the consonant. Thus, a tone accent cannot be identified until 

the sonorant has been perceived. In monosyllabic words with a VVC-structure 

(long vowel + short sonorant consonant), the second mora is already located on 

the vowel and can be identified as soon as the vowel has been perceived. 

Thus, tone accent speakers use a combination of several cues (vowel quan-

tity, tone-text-association and length of the sonorant consonant) for lexical ac-

cess; however, according to the results of Werth (2011), length appears to be re-

dundant while tone is relevant. However, there are minimal pairs with contrasts 

in vowel quantity in the Moselle-Franconian dialects, as well (e.g., [ʃa̠lˑ2] ‘acoustic 

noise’ – [ʃa̠ː2l] ‘stale’). Thus, the question remains whether tonal cues are redun-

dant and less relevant in online word recognition than vowel quantity in these 

word pairs. 
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In sum, the phonetic and phonological conditions of monosyllabic words 

contrasting in vowel quantity, tone-text-association and lateral length and the 

relevance of these cues for the perception of Moselle-Franconian dialect speakers 

can be represented as follows: 

Tab. 1: Phonological and perceptual representation of monosyllabic words with inverted length 

contrasts combined with Tone Accent 2 in the Moselle-Franconian dialect of Mayen 

Condition a. b. 

Phonology  

 

    V                      CC 

 

 short     +        longHlex 

 

 

     VV                      C 

 

    longHlex   +      short 

Perception      ø            2 cues (Hlex+ length)      Hlex               +     length 

1.3 The interaction of tone and length in the Standard German 
variety 

As tone accents do not occur in the Standard German variety, the interaction of 

tone and length information must be different from that of the Moselle-Franco-

nian. Tonal information is not used to differentiate lexical meanings, but is pro-

cessed in another way. Monosyllabic stimuli realised with Tone Accent 2 by a Mo-

selle-Franconian speaker (see Table 2, condition c. and d.) can be processed by 

the Standard German listeners, as well. But without dialectal competence they 

are only able to perceive a simple high tone (H*) without further lexical meaning. 

In addition to the variation of loudness in Standard German, changes in the tem-

poral structure as well as pitch changes are used to realise stress (cf. Stock and 

Zacharias 1982; Jessen et al. 1995; Dogil 1999; Pompino-Marschall 2003 etc.). 

Therefore, there may be a certain sensitivity towards the perception of these pro-

sodic parameters. This means that the length of vowels and consonants as well 

as the high tone are perceived, but only vowel quantity is used distinctively for 

lexical retrieval with the beginning of the lateral. 

Vowel length is a phonological cue in the Standard German variety with low 

functional load. Unlike the Moselle-Franconian dialects or real quantity lan-

guages such as the Finno-Ugric languages Finnish, Hungarian or Estonian, most 

quantity contrasts in Standard German are coupled with differences in vowel 

quality, e.g., /oː/ – /ɔ/ or /iː/ – /ɪ/. The only exceptions are the vowel pairs /ɛ/ – 

µ µ µ µ 
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/ɛː/ and /a̠/ – /a̠ː/, which differ only in the feature [± long] (cf. Fuhrhop and Peters 

2013). Long consonants with sense-discriminative function like the Finno-Ugric 

languages or long sonorant consonants due to lexical tones like the Moselle-Fran-

conian dialects do not exist in the Standard German variety. 

In sum, it can be stated that there is a difference in the phonological prosodic 

systems between Moselle-Franconian dialect speakers and speakers of the Stand-

ard German variety concerning the relevance of tone accents and of contrasts in 

length for lexical access. Vowel quantity has a low functional load in the Stand-

ard German variety as well, but there is no phonological relevance of tonal infor-

mation and consonantal length. 

The present study will examine the question how important the various cues 

are in the neural processing of the two mentioned participant groups. According 

to the results of the perception study by Werth (2011), it can be deduced that there 

must be a hierarchy for the individual cues in processing, i.e., primarily and sec-

ondarily relevant cues. Commonly occurring cues like the “duration ratio” (vowel 

+ closure), formant transition and the length of voicing are used (with varying 

relevance) for the identification of fortis and lenis in the context of nasal plosion 

in the Standard German variety (cf. Kohler 1979). Gussenhoven (2004) describes 

this phenomenon as contrast enhancement that is defined for phonology in 

Werth (2012: 196) as “the fact that linguistic function (in a broader sense) is en-

coded in several different formal dimensions”. In our study, we expect visible dif-

ferences in the hierarchy of the various cues because of their differing phonolog-

ical relevance. 

Thus, the phonetic and phonological conditions of monosyllabic words con-

trasting in vowel quantity, tone-text-association and lateral length as well as the 

relevance of these cues for the perception of Standard German speakers can be 

represented as follows: 

Tab. 2: Phonological and perceptual representation of monosyllabic words with inverted length 

contrasts combined with a high tone in non-dialectal listening competence 

Condition c. d. 

Phonology   

 

     V                     CC  

 

 short       +       longH* 

 

 

   VV                       C  

 

 longH*     +       short 

Perception      ø               2 cues (H*+ length)   H*           +      length 

µ µ µ µ 
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2 Methods 

To test our hypotheses, we conducted an event-related potential (ERP) study with 

a categorical oddball paradigm using the electroencephalograpy (EEG) tech-

nique. This design was chosen in order to examine the so-called mismatch nega-

tivity (MMN), a fronto-central negative component, usually peaking at 150 to 250 

ms from change onset. This component is elicited when an infrequent deviation 

(‘deviant’) occurs among frequently repeated sound patterns (‘standard’). The re-

petitive presentation of standards creates a short-term memory trace in the audi-

tory cortex for this pattern. If this pattern is violated by an infrequent deviant, an 

MMN is elicited, as it reflects an automatic, pre-attentive response to any change 

in auditory stimulation, regardless of the participants’ attention. It thus indicates 

that this stimulus deviates from the memory representation of the preceding se-

ries of standards (cf. Näätänen et al. 2007). 

2.1 Stimuli 

Two monosyllabic words from the Moselle-Franconian tone accent dialect spo-

ken in Mayen were selected for this study: [ʃa̠ː2l] ‘stale’ – [ʃa̠lˑ2] ‘acoustic noise’.5 

These words differ in vowel quantity in one phoneme only ([a̠ː] vs. [a̠]), but they 

have an additional difference in lateral length ([l] vs. [lˑ], see Figure 1), which is 

caused by the tone-mora-association. Furthermore, there is a difference in the 

tone-text-association which means that the lexical high tone of Tone Accent 2 is 

associated with the lateral in [ʃa̠lˑ2] while in [ʃa̠ː2l] the lexical high tone is already 

associated with the vowel (cf. Schmidt 1986; Werth 2011 and Figure 1). Together 

with the minimal pair [ʃa̠l1] ‘(apple) skin’ and [ʃa̠ˑ1l] ‘shell, shawl’, a total of four 

lexemes can be distinguished by length differences in combination with tone ac-

cent differences (cf. Schmidt 1986). Notice that in the present study, these words 

with Tone Accent 1 were not tested, only the two lexemes with Tone Accent 2. 

 

|| 
5 The tested word pair was part of an experiment in which two other minimal pairs with other 

phonological contrasts (Tone Accent 1 vs. Tone Accent 2 and vowel quality /o/ vs. /u/) were also 

examined (cf. Schmidt 2017). 
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 Time [ms] x ̅= 355 

(26.87) 

x ̅=139 

(16.44) 

Time [ms] x ̅= 200 

(13.94) 

x ̅=201 

(25.96) 

F [Hz] 

 

 

  

 

210 

 

 

 

140 

 [ʃ] [a̠ː2] [l] [ʃ]        [a̠]      [lˑ2] 

Fig. 1: Average vowel and lateral segment durations and pitch curves of Accent 2 in [ʃa̠ː2l] and [ʃa̠lˑ2] 

The critical word pairs were recorded several times to obtain different tokens with 

a natural variation for each word. Finally, eight different natural tokens per word 

served as frequently presented stimuli (= standard6) and as infrequently pre-

sented stimuli that are incongruent with the memory representation of the pre-

ceding stimuli, cf. Näätänen et al. (2007) (= deviant). This acoustic variability was 

chosen to create a more natural speech perception condition as well as a memory 

trace for the presented standard condition, since it has been shown that a higher 

and hence more natural variability in standard items leads to a more reliable ab-

straction or trace form of the different acoustic stimuli presented (Phillips et al. 

2000). Moreover, the standard and the deviant representations of one critical 

item were phonetically identical, i.e., the standards as well as the deviants pre-

sented comprised the same eight different tokens. As a result, purely acoustic ef-

fects between standards and deviants could be distinguished from phonetic and 

phonological effects (cf. Scharinger, Monahan, and Idsardi 2011). 

All stimuli were digitally recorded with a sampling rate of 44.1 kHz and a 

16 bit (mono) sample size, using an electret microphone (Beyerdynamic MC 930) 

and the software Adobe Audition 2.0. The stimuli were spoken naturally by a fe-

male native speaker of the Moselle-Franconian dialect from Mayen at a normal 

speech rate. 

|| 
6 If we refer to the Standard German variety in the present study, we always use the term Stand-

ard German. 

pitch 

rise 

pitch 

rise 
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For each word, eight acoustically variant tokens were selected. Table 3 de-

picts mean values of the parameters pitch, and frequencies of the first two vowel 

formants for tokens of the two word types. Statistical analyses utilizing Mann-

Whitney-U tests revealed that the distribution of pitch values for the two word 

types differed significantly (U = 64, p < .001). Despite these statistical differences, 

it is questioned here that the acoustic differences exceed the perceptional thresh-

old. According to Nooteboom (1997: 645) pitch differences between stimuli can 

be reliably discriminated, if the pitch difference exceeds a difference of three sem-

itones (one semitone corresponds to a frequency difference of approximately 

6%). Consequently, a perceptible difference should exhibit a difference of 

roughly 25 Hz. The pitch difference observed in our stimulus material is clearly 

smaller. 

Tab. 3: Acoustic properties of conditions with mean values (and standard deviation) 

Stimulus Pitch [Hz] 1. Vowel Formant 2. Vowel Formant

[ʃa̠ː2l] 158 (5.66) 710 (79.55) 1352 (79.72)

[ʃa̠lˑ2] 169 (8.57) 753 (28.59) 1365 (80.46)

Finally, all items were controlled for and normalised in intensity to ~ 80 dB SPL 

(Table 3). This adjustment was carried out using the sound recording and analy-

sis software PRAAT (version 5.3.08, Boersma and Weenink 2012). 

2.2 Procedure 

The experiment was carried out twice: first with participants from Mayen raised 

in the Moselle-Franconian dialect area and in a second run with Standard Ger-

man speakers in Marburg. In both group sessions, exactly the same conditions 

and the identical set of stimuli were used. All stimuli of the minimal pair [ʃa̠ː2l] – 

[ʃa̠lˑ2] were presented in two experimental blocks. In one block, stimuli with a long 

vowel served as standard and stimuli with a short vowel as deviant. The opposite 

was the case in another block in which a short vowel served as standard and a 

long vowel as deviant. In total, together with two further conditions not reported 
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here,7 six blocks consisting of 1000 items each (15% deviants) were presented 

with each requiring approximately 25 minutes. 

In order to avoid sequence effects, the block order was varied across partici-

pants. Moreover, two blocks containing the same lexical material were never pre-

sented directly one after the other. Each block started with ten standards which 

were not included in data analysis. Next, the standards and deviants were pre-

sented in a classic passive oddball paradigm, i.e., in a pseudo-randomised order 

in which a deviant was presented after two up to eight standards. The inter-stim-

ulus interval (offset-to-onset) was 900 ms. Stimuli were presented via two loud-

speakers at a comfortable listening level (~ 65 dB SPL). 

During the experiment, participants were comfortably seated in front of a 

computer screen in a dimly lit and quiet room. They were instructed to watch a 

silent movie and to disregard the auditory presentation. After the first block, all 

participants reported that they were able to ignore the auditory signal and to con-

centrate entirely on the movie presented. Between blocks, participants were of-

fered a break to rest their eyes. All procedures were performed in compliance with 

relevant laws and institutional guidelines. 

2.3 Participants 

25 native speakers of the Moselle-Franconian dialect from Mayen (16 women; 

mean age 50.0,8 age range 31 to 62) and 21 speakers of Standard German not born 

or raised in the Moselle-Franconian dialect area (16 women, mean age 52.8, age 

range 42 to 61) participated in the two distinct experimental sessions. Both groups 

were closely matched in their mean age. All subjects were right-handed, mono-

lingual and had normal or corrected-to-normal vision. All participants with a di-

alectal background were born and raised in Mayen and still live there. Their dia-

lect competence was tested and verified via a dialect pre-test. None of the 

participants had hearing deficits, which was verified by an online-hearing-test.9 

|| 
7 Two other minimal pairs ([ʃtuf] ‘living room’ – [ʃtof] ‘textile fabric’ and [d̥a̠ʊ͡1f] ‘pigeon’ – 

[d̥a̠ʊ͡2f] ‘baptism’) were tested in the same experiment beside the pair with contrast in vowel 

quantity presented in this study (cf. Schmidt 2017). 

8 The mean age range for ERP studies is typically between 18 and 35 years. The relatively high 

mean age in both participant groups in the present study is due to the factor of dialect compe-

tence in the dialect group. Dialect competence is generally more stable in older peer groups so 

that the age range had to be extended for the purposes of the present study. 

9 URL: http://www.powerone-batteries.com/de/wissen/hoertest/power-one-hoertest/?no_cache=1 

(accessed 20 May 2016). 
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All participants gave their informed consent to this study and privacy rights were 

thoroughly obeyed. Each participant received monetary compensation for taking 

part in the study. 

2.4 ERP recording and data processing 

An electroencephalogram (EEG) was recorded from 26 Ag/AgCl electrodes, 

mounted on an elastic cap (EasyCap), according to the 10-20 system (F7, F3, Fz, 

F4, F8, FC5, FC1, FCz, FC2, FC6, T7, C3, Cz, C4, T8, CP5, CP1, CPz, CP2, CP6, P7, 

P3, Pz, P4, P8, POz) with a “BrainVision” (Brain Products GmbH) amplifier. The 

C2 electrode served as the ground electrode. The reference electrode was placed 

at the tip of the nose. Four electrodes measured the electrooculogram (EOG), 

i.e., horizontal and vertical eye movements to control for eye movements and 

blinks. Two electrodes were placed at the left and right mastoid. EEG and EOG 

were recorded continuously with a sampling rate of 500 Hz and filtered offline 

with a 0.16 to 30 Hz bandpass filter. All electrode impedances were kept below 5 

kΩ. EEG recordings were re-referenced off-line to the linked mastoids to decrease 

the signal-to-noise ratio and hence to increase the MMN amplitude (cf. Schröger 

1998). Averaged data were baseline corrected over 100 ms before vowel onset. 

For the data analysis, all standard and deviant epochs starting at a baseline 

of 100 ms before the divergence point up to 900 ms after the vowel onset were 

automatically scanned for artifacts produced by eye or body movements. All 

epochs that included artifacts with an amplitude exceeding 75 microvolt were re-

moved from the data set. Subsequently, all single-trial waveforms were individu-

ally screened for further artifacts. As a result of these observations, the data sets 

gathered from ten participants (eight women) in the dialect group and six partic-

ipants (six women) in the Standard German group had to be excluded from the 

analysis because of the high number of artifacts (mainly eye blinks) per condition 

epoch (more than 50%). Thus, the data sets of 15 participants10 were analysed per 

group (Moselle-Franconian dialect group: eight women, mean age 50.7 years; 

Standard German group: ten women, mean age 53.1 years). ERP responses to the 

first ten standard stimuli of each experimental block as well as to standard 

epochs immediately preceded by a deviant were excluded from data analysis. 

|| 
10 Due to the given high mean age and its known influence on ERP components it would have 

been interesting to test two age groups per participant group to control for this factor. However, 

due to the small groups, a division into two age groups within each group of participants is not 

possible. We therefore refer to research on age effects on ERP patterns in the following discus-

sion. 
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2.5 Data analyses 

For the statistical analysis, an omnibus multifactorial repeated measures ANOVA 

was calculated with the factor GROUP (Moselle-Franconian dialect participants vs. 

Standard German participants), REGION (frontal [F3, Fz, F4], central [C3, Cz, C4], 

parietal [P3, Pz, P4]) and VOWEL QUANTITY (long vowel vs. short vowel). Averages 

were calculated from the onset of the divergence point up to 900 ms thereafter, 

with a baseline of 100 ms. For the statistical analysis, consecutive epochs of 50 

ms were investigated in both groups in the classical MMN time window (100 to 

200 ms). 

Furthermore, additional time windows were calculated following visual in-

spection of the grand-average curves within each group. For these additional 

time windows, an omnibus ANOVA with the factors described above as well as a 

multifactorial ANOVA within each group was conducted. For the latter analyses, 

time windows were adjusted on the basis of visual inspection of the grand aver-

age curves. This was necessary as the effects’ latency differed between the two 

groups. This was expected because of the varying dialect background between 

the two groups. For effects with more than one degree of freedom, Huynh-Feldt 

(1976) corrections were applied and corrected p-values are reported here. 

3 Results 

Data analyses aim at finding mean voltage differences between certain experi-

mental conditions that manifest differently in the two experimental groups. In 

particular, the oddball paradigm leads to the expectation to find a significant 

negative mismatch response for deviants indexing pre-attentive perception of du-

ration contrasts. Table 2 shows that negativity effects were found in both partici-

pant groups. Note that all presented results are derived from comparisons across 

oddball blocks, i.e., deviant related effects were examined by comparing phonet-

ically identical stimuli. For example, [ʃa̠ː2l], which was presented as deviant in 

one block, was compared with [ʃa̠ː2l], which was presented as standard in another 

block. This procedure ensured that potential effects between standard and devi-

ant which are purely elicited by acoustic differences could be excluded (cf. Eulitz 

and Lahiri 2004; Scharinger, Monahan, and Idsardi 2011). 

For the comparison of amplitudes of the standard condition [ʃa̠ː2l] and the de-

viant condition [ʃa̠ː2l] in the time window between 100 and 200 ms, the omnibus 

ANOVA showed significant main effects for all three factors GROUP [F(1, 28) = 4.81, 

p = .037, η2p = .11], REGION [F(2, 56) = 6.53, p = .010, η2p = .02] and VOWEL QUANTITY 
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[F(1, 28) = 4.94, p = .034, η2p = .02]. There was no significant three way interac-

tion, but a significant interaction between the factors GROUP and REGION [F(2, 56) = 

8.80, p = .003, η2p = .03]. This significant interaction is in line with the expecta-

tion to find a more pronounced negativity in the frontal region as the MMN is typ-

ically distributed frontally. In fact, the post-hoc analysis of this interaction by RE-

GION only revealed a significant result in the frontal region [frontal: factor GROUP: 

F(1, 28) = 8.28, p < .05, η2p = .20; factor VOWEL QUANTITY: F(1, 28) = 5.71, p < .05, η2p 

= .03]. 

In order to also resolve this significant interaction by GROUP and because of 

the significant main effects for all three factors, a multifactorial repeated measure 

ANOVA was also conducted for this time window within each group. This should 

have revealed possible between-group differences in the early MMN time win-

dow. However, these within-group calculations showed no significant main ef-

fects for the main factor VOWEL QUANTITY. 

The comparison of the short vowel contrast between the standard condition 

[ʃa̠lˑ2] and the deviant condition [ʃa̠lˑ2] in the time window from 100 to 200 ms only 

elicited a main effect for REGION [F(2, 56) = 29.12, p = .000, η2p = .01]. However, in 

contrast to the typical early MMN time window, significant mismatch effects were 

found in later time windows for both contrast pairs. The comparison of the long 

vowel contrast between the standard condition [ʃa̠ː2l] and the deviant condition 

[ʃa̠ː2l] in a time window from 300 to 450 ms revealed significant main effects for 

the factors GROUP [F(1, 28) = 9.13, p = .005, η2p = .19], REGION [F(2, 56) = 14.91, p = 

.000, η2p = .07] and VOWEL QUANTITY [F(1, 28) = 11.32, p = .002, η2p = .05]. 

There was no significant three way interaction, but a significant interaction 

between the factors GROUP and REGION [F(2, 56) = 8.06, p = .006, η2p = .04]. The 

post-hoc analysis of this interaction by REGION revealed a more pronounced effect 

in the fronto-central region [frontal: factor GROUP: F(1, 28) = 10.11, p < .01, η2p = 

.24; factor VOWEL QUANTITY: F(1, 28) = 9.53, p < .01, η2p = .05; central: factor GROUP: 

F(1, 28) = 8.78, p < .01, η2p = .21; factor VOWEL QUANTITY: F(1, 28) = 10.29, p < .01, 

η2p = .05]. A post-hoc within-group comparison revealed a significant latency dif-

ference for the negativity effect between the two groups: it starts 100 ms earlier 

in the Standard German group than in the dialect group. 

Due to this latency difference, post-hoc analyses were calculated for each 

group with the factors VOWEL QUANTITY and REGION in a time window from 300 to 

450 ms for the dialect group and from 200 to 450 ms for the Standard German 

group. These analyses show significant main effects in both groups for the factor 

VOWEL QUANTITY [dialect group: F(1, 14) = 6.04, p = .028, η2p = .04 / Standard Ger-

man group: F(1, 14) = 9.50, p = .008, η2p = .09] but no significant interaction be-

tween the factors VOWEL QUANTITY and REGION. The measurements of the deviant 
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peak amplitude and peak latency also show that the negativity effect is more pro-

nounced and peaks earlier in the Standard German group in comparison to the 

peak latency and peak amplitude of the deviant in the dialect group (see Table 5 

in the appendix for peak latencies and amplitudes of the late MMN at Fz for all 

experimental conditions). 

For the comparison of the short vowel contrast between the standard condi-

tion [ʃa̠lˑ2] and the deviant condition [ʃa̠lˑ2], similar results were found. For the om-

nibus ANOVA, a time window between 400 and 750 ms was investigated. It re-

vealed significant main effects for the factors REGION [F(2, 56) = 20.35, p = .000, 

η2p = .08] and VOWEL QUANTITY [F(1, 28) = 22.58, p = .000, η2p = .10] but no signifi-

cant interactions. However, hypothesis guided post-hoc analyses within each 

group were calculated from 400 to 750 ms for both groups. For the dialect group, 

a significant main effect was found for the factor VOWEL QUANTITY [F(1, 14) = 14.24, 

p = .002, η2p = .13] without a significant interaction between the two factors VOWEL 

QUANTITY and REGION. Within the Standard German group, significant main effects 

were elicited for the factors REGION [F(2, 28) = 21.14, p = .000, η2p = .13] and VOWEL 

QUANTITY [F(1, 14) = 8.72, p = .010, η2p = .08], but again no significant interaction 

between these factors was found. For this contrast in vowel quantity, no signifi-

cant latency differences were found between the two participant groups. 

Table 4 displays an overview of the relevant time windows and the statisti-

cally significant results in both groups of participants for the critical word pair 

[ʃa̠ː2l] – [ʃa̠lˑ2]. 
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Tab. 4: Grand average ERP responses for deviants (dotted lines) and standards (solid lines) at 

Fz of the two experimental conditions [ʃa̠lˑ2] (a.+c.) and [ʃa̠ː2l] (b.+d.) in different time windows 

for both groups of participants, measured from 100 ms prior the vowel onset up to 900 ms. 

Statistical significance is indicated by * (p < .05), ** (p < .01), *** (p < .001). 

 Dialect speakers Standard German speakers 

Condition a. b. 

Phonology   

 

    V                      CC  

 

short     +       longHlex 

  

 

    V                      CC  

 

short     +        longH* 

Perception     ø            2 cues (Hlex+ length)     ø              2 cues (H*+ length) 

EEG-

Responses 

 

 

Legend: 
....... deviant 
____ standard 

   

Condition c. d. 

Phonology  

 

    VV                       C  

 

  longHlex   +      short 

 

 

     VV                     C  

 

  longH*    +       short 

Perception      Hlex            +     length       H*       +      length 

EEG-Re-

sponses 

 

 

Legend: 
....... deviant 
____ standard 

  
 

µ µ µ µ 

MMN: 400–750 ms ** MMN: 400–750 ms * 

µ µ µ µ 

MMN: 300–450 ms * MMN: 200–450 ms ** 
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4 Discussion 

4.1 ERP component discussion 

While differences in tone-text-association have not yet been in the focus of neu-

rolinguistic research interest, length differences in pre-attentive processing re-

garding isolated vowels, pseudowords and tones have already been well exam-

ined (cf. Kirmse et al. 2008; Ylinen et al. 2006; Nenonen et al. 2003; Jaramillo, 

Alku, and Paavilainen 1999; Jaramillo et al. 2001). 

In the present study, we used real words contrasting in vowel quantity and 

found comparable negativities, albeit with differences in terms of their respective 

latency. The component that was observed in the former studies was classified as 

an MMN (= Mismatch Negativity). It usually occurs if a mismatch between a 

memory trace of the currently valid auditory representation and an appearing 

stimulus takes place (cf. Schröger, SanMiguel, and Bendixen 2013). The latency 

for this component is usually reported between 100 to 250 ms after the beginning 

of an alteration (cf. Schröger, SanMiguel, and Bendixen 2013). If we look at our 

results, the latency of the detected negative-going deflection occurs at a later time 

window in most cases. Nevertheless, it seems unlikely that this component could 

be interpreted differently from previous similar studies. Although the latency is 

similar to the N400 component, the negativity effect found is not distributed larg-

est over centro-parietal sites, which is usually described for the N400 (cf. Lau, 

Phillips, and Poeppel 2008; Kutas and Federmeier 2011), but has the fronto-cen-

tral topographic distribution of the MMN. 

Furthermore, the experimental design containing an oddball paradigm with-

out an active task leads us to interpret the observed component as an expression 

of pre-attentive processing. From other studies, it is already known that the MMN 

may sometimes appear in a later time window, if complex auditory or even lin-

guistic stimuli were used (cf. Korpilahti, Lang, and Aaltonen 1995; Korpilahti et 

al. 2001; Cheour et al. 2001), as is the case in the present study. Korpilahti et al. 

(2001) associate this late MMN (lMMN) with the automatic detection of lexical dif-

ferences. In our study, we investigated phonological quantity differences using 

the words [ʃa̠ː2l] ‘stale’ and [ʃa̠lˑ2] ‘acoustic noise’, which also result in lexical dif-

ferences. Thus, this could be an explanation for the difference in latency com-

pared with length contrasts in isolated vowels, pseudowords or tones.11 

|| 
11 Furthermore, it must be taken into consideration that the two groups of participants in our 

study are older than the usually younger subjects in electrophysiological experiments (mean age 

in our study: dialect group = 50.0, Standard German group = 52.8). Age effects are also found in 
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As an initial result of our study, we conclude that phonological quantity con-

trasts embedded in real words lead to a similar negative component in pre-atten-

tive processing for dialect as well as for non-dialect speakers, similar to length 

contrasts without lexical access, but with a delay in latency due to the higher 

complexity of the stimuli. 

4.2 Participant group 1 (Moselle-Franconian dialect speakers) 

As is known from other studies, MMN effects are highly dependent on the direc-

tion of stimulus presentation in their amplitude and latency (cf. Jaramillo, Alku, 

and Paavilainen 1999; Takegata et al. 2008; Kirmse et al. 2008; Colin et al. 2009). 

In the present study we find differences as well: a decreased latency of the MMN 

component (a. vs. b.) and an earlier peak in the deviant condition [ʃa̠ː2l] (see Table 

4, cf. Table 5 in Appendix). A closer look at the structure of the stimuli and the 

position of the high tone may deliver an explanation. While the words in both 

conditions [ʃa̠ː2l] and [ʃa̠lˑ2] bear Accent 2, the tone-text-association is different. 

Accent 2 bears the high tone on the second mora, thus the tone accent is associ-

ated with the vowel in [ʃa̠ː2l] as described in Section 2.1. In [ʃa̠lˑ2], the vowel bears 

no tonal information because the second mora is associated with the lateral. Con-

sequently, the final lateral bears the tonal information. Thus, listeners are al-

ready able to perceive the difference through the tone-text-association when they 

hear the long vowel in the condition [ʃa̠ː2l]. Since the vowel quantity can be iden-

tified only after the offset of the vowel (cf. Czigler and Winkler 1996; Levänen et 

al. 1993), the processing of this cue can only start at the beginning of the lateral. 

In the condition [ʃa̠lˑ2], the determination of both cues can only be accom-

plished by the perception of the lateral. Because the vowel has to be completed 

for vowel quantification and the tonal information is tied to the lateral, the lis-

tener has to wait for the lateral to gain lexical access. Thus, the vowel itself carries 

no information for the condition [ʃa̠lˑ2] that could be perceived as different from 

the standard stimuli. In the condition [ʃa̠ː2l], a negative component with an earlier 

latency seems to be triggered through the association of the high tone with the 

vowel. The results found suggest that lexical retrieval already starts with the per-

ception of the high tone when this information is available before the quantity 

|| 
pre-attentive processing with regard to an ERP’s latency and distribution. This is especially re-

flected in smaller amplitudes (cf. Verleger et al. 1991; Pekkonen et al. 1996; Bertoli, Smurzynski, 

and Probst 2002; Cooper et al. 2006; Schiff et al. 2008; Rimmele et al. 2012), but also in a later 

appearance of the MMN in older participant groups (cf. Verleger et al. 1991; Bertoli, Smurzynski, 

and Probst 2002; Cooper et al. 2006). 
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cue. This suggests that vowel quantity is only a minor cue for lexical access in the 

Moselle-Franconian dialect. 

Furthermore, the higher amplitude in the condition a. [ʃa̠lˑ2] (see Table 4, cf. 

Table 5 in Appendix) indicates that the short vowel evokes an increased neural 

activity in pre-attentive processing. This result is in line with intrinsic stimulus 

effects presented in studies by Jaramillo, Alku, and Paavilainen (1999), Colin et 

al. (2009) and Sittiprapaporn (2012). Based on synthetically generated sound pat-

terns, Colin et al. (2009) found a major effect in MMN responses in deviant sound 

patterns with shorter durations which evoked higher amplitudes than those of 

longer duration. These results suggest a general effect of vowel length on speech 

processing. The length effect on MMN amplitudes can be explained by the delay 

between the moment of deviance detection and the end of the deviant quantifi-

cation process. In short deviants, deviance detection and quantification take 

place simultaneously, giving rise to the MMN amplitude. By contrast, in long de-

viants, deviance detection and quantification occur separately one after another. 

However, the effects observed here cannot be explained solely by intrinsic effects 

since the amplitude effects for the quantity contrast are highest for the tested 

quantity contrast in comparison to other contrasts (vowel quality and tone con-

trasts) tested in the same experiment. While the tested contrasts in tone and 

vowel quality were single deviants, the examined word pair in the present study 

is characterised through three differing features (tone-text-association, vowel 

quantity and lateral length). This difference might suggest that all these features 

are processed additively in the condition [ʃa̠lˑ2], in which all occur during a short 

period of time, more precisely during the lateral perception. While vowel quantity 

could only be identified with the beginning of the lateral and lateral length with 

the end of this sonorant consonant, even the third cue, the high tone, is associ-

ated with the lateral. Thus, all cues are perceived during the 201 ms (mean value) 

of the lateral, which leads to an additive processing. 

According to Ylinen, Huotilainen, and Näätänen (2005), additive responses 

indicate an independent analysis of the different features. The authors examined 

in their pseudoword MMN study the processing of stimuli that differ in terms of 

quality ([ipːi]), quantity ([iti]) or a combination of both ([ipi]) from a standard 

([itːi]). By comparing the MMN results for single and combined deviant forms, 

they found that both features are processed additively and therefore the analysis 

of these features is carried out independently. 

In the present analysis, the nature of the stimuli is slightly different; never-

theless, in the condition [ʃa̠ː2l], deviating features occur one after another in an 

average time slot of 316.5 ms (beginning of the high tone at the middle of the 

vowel x̅ = 177.5 ms (see Figure 1), vowel quantity with the start of the lateral and 
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lateral length with the end of the lateral x̅ = 139 ms), while they are perceptible 

within one segment ([lˑ2]) in the condition [ʃa̠lˑ2]. The higher amplitude in condi-

tion [ʃa̠lˑ2] could thus be an indication that not only phoneme quality and quan-

tity, as described by Ylinen, Huotilainen, and Näätänen (2005) is processed inde-

pendently, but also the two suprasegmental features of quantity and tone 

accents, if they both occur at the same time or in a very short period of time. 

4.3 Participant group 2 (Standard German speakers) 

As mentioned before, the main difference between the two participant groups of 

dialect and Standard German speakers is the phonological relevance of the tone 

accent features like the tone-text-association. However, there are some similari-

ties in processing the investigated word pair with regard to latency and amplitude 

differences between the MMNs for both deviants. 

Both deviants elicited significant late MMN effects in the Standard German 

speaker group, as well. Moreover, an earlier latency in the deviant condition [ʃa̠ː2l] 

contrasting with [ʃa̠lˑ2] (a. + c. vs. b. + d., see Table 4) can be observed in both 

participant groups. Thus, although high tones are not associated with lexical rel-

evance in Standard German, Standard German speakers perceive this tonal infor-

mation at different temporal points in both presented words. We therefore con-

clude that the high tone, regardless of whether it is used for lexical access (dialect 

group) or only as a salient marker (Standard German group), seems highly rele-

vant in pre-attentive processing of deviance. 

Furthermore, the higher amplitude in the condition c. [ʃa̠lˑ2] vs. d. [ʃa̠ː2l] (see 

Table 4, cf. Table 5 in Appendix) indicates that the short vowel with Accent 2 as-

sociated with the lateral evokes an increased neural activity in pre-attentive pro-

cessing. Even without phonological relevance of the tone-text-association, addi-

tive processing of the two suprasegmental features quantity and tone accent 

takes place nearly at the same time. It seems like Standard German speakers per-

ceive the high tone as a salient cue, and add this information to vowel quantity 

resulting in increased processing costs in comparison to the condition where 

these two cues are processed successively (condition d. [ʃa̠ː2l], see Table 4, cf. Ta-

ble 5 in Appendix). Thus, we conclude that tonal information is processed inde-

pendently from quantity regardless of phonological function. 

Although the negativity effects occur in both groups, there are some relevant 

differences between the groups regarding the latency of the effects (cf. b. vs. d., 

see Table 4). For deviants with a long vowel, the effect starts 100 ms later in the 

dialect group. We assume that one reason for this difference in latency is the tonal 
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information of Accent 2, as it represents an extra processing effort for the partici-

pants who speak the Moselle-Franconian dialect. Accent 2, characterised by a fi-

nal rising pitch or the presence of a high tone on the second mora (see Introduc-

tion), plays an important role as a cue for lexical access during vowel perception, 

but only for speakers of the Moselle-Franconian dialect. While in Standard Ger-

man no lexical meaning is carried by tone accents, Moselle-Franconian dialect 

speakers use this information to disambiguate lexemes and, according to our re-

sults, to distinguish vowel quantity, if the high tone precedes the vowel offset. 

With the high tone on the second mora, Moselle-Franconian dialect speakers may 

predict that the similar lexemes [ʃa̠ˑ1l] ‘shell, shawl’ and [ʃa̠l1] ‘(apple) skin’, which 

lack this high tone on the second mora due to Accent 1 (cf. Werth 2011), can be 

excluded from the retrieval process. Since the second mora is associated with 

the vowel, the lexeme [ʃa̠lˑ2] ‘acoustic noise’ can also be excluded because here 

the high tone is located on the lateral. Thus, the tone accent initiates lexical ac-

cess while the length of the vowel ensures the identification for the group of dia-

lect speakers. Since only the group of dialect speakers are able to use the tonal 

information for lexical processing and word recognition, their cognitive effort is 

even higher compared to Standard German speakers who have to process the 

quantity cues only for lexical retrieval. For Standard German speakers, the recog-

nition of the high tone results only in the perception of differing phonetic infor-

mation or the marking of salience or word stress without any further distinction. 

Thus, the high tone is an important lexical cue for the dialect group only. This 

higher complexity in processing might delay the negativity onset compared to the 

Standard German group. 

Moreover, due to the later onset of the negativity effect, its latency is gener-

ally shorter than the effect elicited in Standard German speakers. Shorter MMN 

latencies have often been associated with higher discrimination sensitivity (cf. 

Kirmse et al. 2008; Partanen et al. 2011). Since tonal cues are only lexically rele-

vant for the dialect speakers and the particular phonetic form of the stimuli pre-

sented is only known by the Moselle Franconian dialect speakers and not by the 

Standard German speakers, these advantages might explain the higher discrimi-

nation sensitivity of dialect speakers. Because they are used to discriminate tone 

accent contrasts in their own dialect, they acquire a more pronounced discrimi-

nation sensitivity and accuracy. In contrast, the group of Standard German 

speakers might process the given tonal cue as word stress information, leading 
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to prolonged processing.12 This process seems more time-consuming because a 

more complex analysis for the whole word is needed (cf. Kirmse et al. 2008). 

Our results thus demonstrate that the quantity contrast combined with tonal 

information elicits a late MMN in both groups of participants. However, signifi-

cant latency differences of this component between the two groups reflect their 

difference in processing a tone accent cue which contains phonologically rele-

vant information only for the participants with competence in the Moselle-Fran-

conian dialect, but not for the Standard German speakers. 

5 Conclusion 

In the study presented here, we investigated the importance of high tone infor-

mation associated with different sound segments during the processing of real 

words with a phonological contrast in vowel quantity (Moselle-Franconian Ac-

cent 2 in words with long and short vowels). Our results show a late MMN effect 

for both conditions (long vs. short vowel) and in both participant groups (Stand-

ard German and dialect speakers). Latency differences reflect clear differences 

between the two groups and their differing phonological systems. Since the high 

tone carries no lexical meaning for the Standard German speakers, it can be pro-

cessed as a simple salient intonation contour or a stress cue. In contrast, the dia-

lect speakers use the same high tone as an important lexical cue. The differing 

processing of tonal cues is reflected in a shorter MMN latency for the long vowel 

in the dialect group, illustrating higher sensitivity and accuracy in word discrim-

ination due to the possibility to use the high tone in combination with the quan-

tity cue for lexical retrieval. 

Thus, we can show that a contrast which is phonologically relevant in two 

different varieties elicits similar electrophysiological effects in form of an MMN. 

However, this signature is further modulated by cues that are only relevant for 

one of the systems due to the regional linguistic background. 
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Appendix 

Tab. 5: Peak latencies and amplitudes of the late MMN at Fz for all experimental conditions 

deviant/standard group peak latency at Fz amplitude at Fz 

deviant-standard 

[ʃa̠ː2l]/ʃa̠lˑ2/ Dialect 430 ms –0.535 µV 

[ʃa̠ː2l]/ʃa̠lˑ2/ Standard German 356 ms –0.780 µV 

[ʃa̠lˑ2]/ʃa̠ː2l/ Dialect 554 ms –1.162 µV 

[ʃa̠lˑ2]/ʃa̠ː2l/ Standard German 612 ms –1.307 µV 

 


