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Abstract: Can competition law also take into account effects on privacy or should pri-
vacy concerns of data-collecting behaviour only be dealt with by data protection law? 
In this paper we are analysing the German Facebook case, in which certain terms of 
service (that force consumers to give consent for merging personal data collected 
through Facebook services with those collected from tracking and third-party websites) 
were prohibited as exploitative abuse of a dominant firm. We show from an economic 
perspective that due to the simultaneous existence of two market failures (market dom-
inance, information and behavioral problems) and complex interaction effects between 
both market failures and both policies in digital markets, the traditional approach of a 
strict separation of both policies is not possible any more, leading to the need for more 
collaboration and alignment of both policies. With respect to the substantive question 
of protecting a minimum level of choice options for consumers regarding personal data 
vis-a-vis dominant digital platform firms, the recent decision of the German Federal 
Court of Justice in the Facebook case and the proposed Digital Market Act have 
opened new perspectives for dealing with privacy concerns in competition law and 
regulation. 
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1. Introduction 
 
The “Facebook” decision of the German Federal Cartel Office in February 2019 is the 
first decision of a competition authority, in which the protection of privacy has been 
explicitly taken into account in a competition law decision.1 In more detail, the Federal 
Cartel Office (FCO) argued that forcing users via its terms of services to give consent 
to the merging of personal data collected inside the social media platform Facebook 
and outside of it to be an exploitative abusive behavior of a dominant firm. This decision 
has triggered a very intense and controversial international discussion about the prob-
lem whether competition policy should also take into account effects on privacy of con-
sumers. This case is being discussed so broadly and intensely, because it touches the 
so far unclarified relationship between competition law and data protection (or privacy) 
law under the new conditions of digital markets. This is also very important for the 
current discussion in competition policy about the market (and gatekeeper) power of 
large digital platform firms (and the need for their regulation), because their superior 
access to personal data is one of the most important reasons for the persistence of 
their market power.2 The interim decision of the German Federal Court of Justice (Bun-
desgerichtshof) in this Facebook case, which supported the decision of the FCO but 
also developed a new reasoning based upon the constitutionally protected right on 
informational self-determination, as well as a proposed obligation for gatekeeper plat-
forms in the recent proposal of the Digital Market Act (DMA) to give the users an explicit 
choice about the merging of personal data, have put the Facebook case even more on 
the agenda of the international discussion.3  
 
The objective of this article is to analyze the question whether and to what extent neg-
ative effects of data-collection behaviour and privacy terms of large digital platform 
firms on competition and privacy can be taken into account in competition law, or 
whether - as the critics of the Facebook decision of the FCO claim - privacy concerns 
should be exclusively dealt with by data protection law (or consumer law). This widely 
supported position, which has also been applied in the practice of EU competition law 
(and many other competition law regimes), is based upon a concept of a strict separa-
tion between competition law, which should focus on solving competition problems, 
and data protection law, which has the task of protecting privacy, particularly with re-
spect to market failures through information and behavioral problems of consumers. In 
this article we will argue that in situations like the Facebook case, in which we have 
simultaneously both market failure problems (market dominance plus information and 
behavioral problems of consumers), such a simple separation into two policies, which 
solve independently from each other these two market failure problems, does not work 
any more due to manifold interaction effects between the two market failures and be-
tween the two policies on competition and privacy. This strong intertwinement of the 
effects of both market failures and policies on digital markets makes the relationship 
between both policies difficult and complex from an economic perspective. Based upon 
this theoretical framework we analyse in a step-by-step approach both competition law 
and data protection law, leading to the conclusion that only competition law can deal 

                                                                            

1 See Bundeskartellamt (2019a). 
2 See, e.g., Crémer et al. (2019), Furman et al. (2019), ACCC (2019), Stigler Commit-
tee on Digital Platforms (2019). 
3 See Bundesgerichtshof (2020), Draft Digital Market Act, Art. 5(a) (European Com-
mission 2020a). 
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with the negative effects of competition problems (e.g., cartels, mergers, dominant 
firms) on privacy, because data protection law is not capable of analysing and solving 
competition problems. Since however also competition law with its remedies can only 
insufficiently solve the negative effects on privacy that are caused by the combination 
of both market failures, a stronger collaboration and alignment of competition and data 
protection law is necessary for solving these problems in the context of digital markets. 
 
Our article is structured as follows. Chapter 2 offers an overview about the broad and 
controversial discussion about the Facebook case and its implications for the relation-
ship between competition and data protection law. Chapter 3 presents from an eco-
nomic perspective a theoretical framework about the two market failures, two policies, 
and their interaction effects, applied to the effects of data-collection behaviour and pri-
vacy terms on competition and privacy. Chapter 4 shows why competition law can take 
into account privacy effects, and why, vice versa, data protection law is not capable of 
protecting consumers against negative effects on privacy through competition prob-
lems. Chapter 5 discusses in close connection with the Facebook case how privacy 
concerns can be considered in the control of abusive behaviour of dominant firms, and 
analyzes in this respect the different approaches of the FCO, the German Federal 
Court of Justice, and Art. 5(a) in the Digital Market Act proposal of the EU Commission. 
After an analysis of the problems of the remedies in the Facebook case, the concluding 
chapter 6 focuses on the need for a more collaborative and integrated policy approach 
for dealing better with the complex problems in digital markets with respect to compe-
tition, privacy, innovation, and consumer empowerment. 
 
 
2.  The controversial discussion about the German Facebook case 
 
The relevance of the Facebook case of the German Federal Cartel Office (FCO) is 
based on the insight in the competition policy discussion that large digital platform firms 
as Google and Facebook have entrenched market power positions due to their supe-
rior possibilities to collect huge amounts of personal data, which gives them large com-
petitive advantages compared to their competitors, especially on online advertising 
markets. Important is that they collect data not only through their own services but also 
through combining them with personal data from many other sources, especially also 
third-party websites and online tracking.4 In its decision the FCO has challenged pri-
marily a specific part of the terms of services of Facebook: In order for being able to 
use the social media platform service of Facebook, consumers also have to give con-
sent to the collection and use of personal data from other sources. Due to this consent, 
Facebook can combine and use all personal data collected via its core platform ser-
vice, via its other platforms (e.g. Instagram, WhatsApp) as well as via third-party web-
sites and its other online tracking activities. In the following, we will call this requirement 
a "bundling of consent".5 This allows Facebook to derive comprehensive consumer 
profiles for offering targeted advertising (and other services) but might also lead to 
large privacy risks. The decision of the FCO challenged this requirement as abusive, 
                                                                            

4 See ACCC (2019, 84-87), Binns/Bietti (2020), CMA (2020a, paras. 2.18-2.22), Rob-
ertson (2020, 162-165).  
5 The decisive point is that users cannot give consent (according to data protection 
law) only for data collected by using Facebook services but have to accept a bundle of 
consent that also encompass their personal data from manifold other sources. Con-
dorelli/Padilla (2020) have called this bundling strategy "tying of privacy policies".  
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and stipulated that consumers should have an additional explicit choice whether they 
consent to this combination of the collected personal data or not. This implies that the 
consumers should also be able to use the social media platform of Facebook without 
such a merging of these two sets of personal data that Facebook collects through its 
own services and through other external sources.6 
 
From a legal perspective the Facebook case can be summarized as follows.7 The FCO 
did not apply Art. 102 TFEU but the German rules for the abuse of dominance (§ 19 
GWB). After arguing why Facebook is dominant on the market for social media in Ger-
many, it claimed that the above-mentioned terms of service of Facebook have to be 
assessed as an abusive behavior of a dominant firm. These terms lead first of all to an 
exploitative abuse (due to its unfair business terms infringing data protection law) and 
also to an exclusionary abuse. Particularly important is that the FCO uses the criterion 
of a violation of EU data protection law as benchmark for determining the abusive char-
acter of these terms of services.8 After a deep assessment of these terms the FCO 
concluded that this requirement to consent to the combination of these two sets of 
personal data violates the GDPR. In that respect the FCO was also in close contact 
with data protection authorities, who also have supported the decision of the FCO. Due 
to the market dominance of Facebook (including lock-in effects of users), the users 
would have to accept these "take-it-or-leave-it" terms, and therefore Facebook's mar-
ket power facilitates these data protection infringements. In its decision the FCO also 
emphasizes that due to lack of transparency the consumers are not able to understand 
how their data is collected and used (in particular from outside of Facebook). In com-
bination with having not enough choice, the consumers face a “loss of control” with 
regard to their data. Since the dominant firm Facebook also gets through these illegal 
terms of services large competitive advantages through more data on other markets, 
especially advertising markets, this behaviour has also to be seen as an exclusionary 
abuse with respect to horizontal competition.9 
 
This case has pioneer character in several ways. It is the first case, in which the data-
collecting behaviour of digital platforms has been directly challenged as an exploitative 
abuse of a dominant firm in competition law, i.e. the FCO wants to protect consumers 
directly with regard to privacy. The practice of EU competition law has so far been very 
reluctant to take into account negative effects on privacy.10 Also the direct assessment 
of data protection law by a competition authority and its use as a benchmark for a 
competition law violation is a bold and innovative step in competition law. Another in-
novative reasoning of the FCO is that due to the dominance of Facebook the consent 
of the users to the merging of their data cannot be seen as "voluntary" any more, 

                                                                            

6 See Bundeskartellamt (2019b, 1-2)  
7 See Bundeskartellamt (2019a). 
8 The FCO chose this approach, because in Germany competition law precedent 
cases exist, in which the abusive character of terms and conditions has been derived 
from violating other laws.  
9 See Bundeskartellamt (2019b, 5-6)  
10 See OECD (2020, paras. 80-99), Robertson (2020, 166), Volmar/Helmdach 
(2018, 207) and European Union (2020, paras. 29-42). 
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reflecting wide-spread concerns about the loss of control of consumers over their 
data.11 It also leads the FCO to the innovative remedy of requiring an additional con-
sent for combining these data sets ("internal unbundling"). The controversial character 
of this case has also become apparent in the preliminary court proceedings about the 
Facebook decision. In August 2019 the Higher Regional Court of Düsseldorf (OLG 
Düsseldorf) suspended the execution of the Facebook decision in interim legal pro-
ceedings with an unusually harsh and clear rejection of many reasonings of the 
FCO.12 This court decision however was equally clearly rejected by the German Fed-
eral Court of Justice (BGH) in June 2020, which fully supported the decision of the 
FCO but developed an own separate reasoning that deviated from the FCO, and, in 
particular, did not rely on a violation of EU data protection law.13 However, the main 
legal proceedings in this case are ongoing (and might take years).14 
 
Already during the Facebook investigation and after the decision of the FCO a large 
number of papers has been published with a wide range of critical and supportive opin-
ions both on the case itself but often also about the wider implications of this case for 
the relationship between competition law and data protection / privacy law.15 There 
are a number of critical points from a legal and economic perspective that we cannot 
discuss here, but we want to mention at least a few briefly. There is a broad consensus 
that it is a problem that the case is based upon German competition law, which - even 
if this decision stands - does not allow clear conclusions about the applicability of this 
approach according to the much more important Art. 102 TFEU in EU competition 
law.16 There is also some critical discussion about the market definition and the dom-
inance of Facebook,17 but most commentators of the case (and also the courts) have 
accepted that Facebook is dominant on the German market for social media. There 
are critics who question whether this data-collecting behaviour of Facebook is a prob-
lem at all, i.e. whether it leads to any harm to consumers (also due to efficiency effects), 
and/or can have negative effects on competition, both in a general way and with re-
spect to the specific Facebook case.18 Most of the contributions about the Facebook 
decision, however, agree that this bundling behaviour of Facebook can be a problem 
and that there might be serious negative effects on privacy and/or competition. How-
ever a large part of the discussion is not about the problem whether such negative 
effects exist or not, but whether it is a task of competition law to deal with this data-
collecting behaviour of large digital platforms also with respect to its effects on privacy, 
                                                                            

11 See Bundeskartellamt (2019b, 5-6), and, e.g., also ACCC (2019, 22-23) for such 
concerns of a lack of “genuine choice". 
12 See OLG Düsseldorf (2019). 
13 See Bundesgerichtshof (2020)  
14 See, e.g., Witt (2020, 32-35), Podszun (2020, 1276). 
15 See, e.g., Schneider (2018), Volmar/Helmdach (2018), Colangelo/Maggiolino 
(2018, 2019), Botta/Wiedemann (2019), Haucap (2019), Këllezi (2019), Körber (2019), 
Budzinski et al. (2020), Buiten (2020), Witt (2020), Podszun (2020). 
16 Most legal scholars that welcome the Facebook decision think that the behaviour 
of Facebook could also be seen as a violation of Art. 102 TFEU. See, e.g., Schneider 
(2018), Botta/Wiedemann (2019), Robertson (2020), Witt (2020). 
17 See, e.g., Körber (2019), Haucap (2019). 
18 See, e.g., OLG Düsseldorf (2019), Körber (2019). 
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and what it implies for the relationship between competition and data protection law. 
Since this is also our main research question, we will summarise the most important 
positions in this discussion regarding this question.  
 
The main group of critics of the Facebook case defends the traditional approach of a 
strict separation of competition law and data protection law. From that perspective 
competition law might be capable of assessing data-collecting behavior of firms but 
only with respect to its effects on competition. Any privacy concerns through mergers 
or a behaviour of dominant firms are beyond the scope of competition law and should 
be dealt with by data protection law (and data protection authorities). Any intermingling 
of privacy protection with the protection of competition can lead to huge problems and 
endanger the clarity of competition law. This is the opinion of many competition schol-
ars and the official position in many competition law regimes, as, e.g. in the U.S. and 
in EU competition law.19 Many supporters of such a position however would not deny 
that this data-collecting behavior of large digital platforms might be a big problem for 
privacy that should be solved, but they claim that this should be left entirely to data 
protection or consumer law, because it is the market failure information and behavioral 
problems that causes this problem.20  
 
Against this main counterposition to the Facebook decision of the FCO several other 
positions exist in the discussion, which all demand a more open application of compe-
tition law with regard to privacy effects.21 Close to the traditional competition law ap-
proach are scholars who think it is possible to take into account privacy effects also in 
competition law, because privacy can be seen as part of consumer welfare (e.g. as 
part of the quality of a service). Rather uncontroversial is the position that also exclu-
sionary effects of such a bundling behaviour of Facebook can have negative effects 
on privacy, e.g. through less competition on the market for social media itself or on 
other markets. Most of the contributions however focus on direct exploitative effects, 
i.e. that the terms of service of data-collecting practices might be assessed with regard 
to "excessive data collection" (in analogy to excessive prices) or "unfair business 
terms" as exploitative abuse of a dominant firm (e.g., in the EU Art. 102 TFEU). These 
approaches still use the well-established (but rarely used) approach of exploitative 
abuse, and also acknowledge the problems of determining a proper benchmark for 
qualifying a data-collecting behaviour as abusive.22 One additional and new option for 
                                                                            

19 See, e.g., Körber (2019), Këllezi (2019), Buiten (2020); this is also the position of 
the EU Commission (see references in fn.10), and the main position in the U.S. (e.g., 
Ohlhausen/Okuliar 2015, Manne/Sperry 2015, Sokol/Comerford 2016, and, most re-
cently, United States 2020). It should however be kept in mind that in the U.S. a very 
different approach to privacy prevails, and US antitrust law does not address exploita-
tive abusive behaviour.  
20 See, e.g., Buiten (2020), and the EU Commission (see European Union 2020, pa-
ras. 29-42).  
21 For the distinction between two positions that either emphasize the separation or a 
more integrated approach regarding the relationship between competition and data 
protection law see Stojanovic (2020, 532) and Binns/Bietti (2020, 6). In the following, 
we also want to focus on a stronger differentiation of reasonings within the second 
group. 
22 See, e.g., Robertson (2020, 172-183), Colangelo/Maggiolino (2019, 369-371), 
Botta/Wiedemann (2019, 429).  
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solving this benchmark problem about abusive behavior is to use either data protection 
law or the fundamental value of privacy (on which the GDPR is based) for helping to 
decide whether the behaviour of a dominant firm is still acceptable or abusive with 
respect to its effects on privacy.  
 
The FCO has in its Facebook decision directly used such a violation of EU data pro-
tection law as benchmark for exploitative abuse. A number of competition law scholars 
support this approach of the FCO, and see also possibilities to apply it not only in 
German but also in EU competition law (Art. 102 TFEU).23 Particularly important is 
that also data protection authorities have supported such an approach, which also im-
plies that they do not resent the activities of competition authorities with regard to pri-
vacy protection, but, on the contrary, support them.24 This direct use of data protection 
law in a competition law proceeding has however provoked much critique. Beyond 
concerns about the capabilities of competition authorities to make data protection as-
sessments, and potential conflicts between both laws, it was particularly criticized that 
using violations of the GDPR as benchmark in competition law would turn competition 
authorities into enforcement agencies for data protection law, with the possibility that 
any infringement of data protection law of dominant firms might be automatically seen 
as abusive in competition law.25  
 
The main question about using violations of data protection law in reasonings about 
abusive behaviour is whether such a violation automatically leads to the abusive char-
acter of the behaviour or whether such a violation can be one factor within a much 
more comprehensive reasoning about balancing interests between the dominant firm 
and the consumers. The latter is a much more flexible and moderate position, which 
can be close to the above-described traditional assessment approach of exploitative 
abuse. The other option is to take into account privacy as a fundamental value in the 
reasoning about balancing of interests for determining abuse.26 The recent Facebook 
decision of the German Federal Court of Justice, which supported the FCO, can be 
seen as being close to such a position (although it is based upon German instead of 
EU law). The court argues that the terms of Facebook, which do not allow users to 
choose between a more or less personalized service (through forcing them to consent 
to the merging of both sets of data), violate the "basic right" of informational self-deter-
mination of German consumers, which is protected by the German constitution. It then 
uses this as argument for qualifying this requirement as "abusive" in competition law 
(without refering to a violation of EU data protection law).27 A very interesting question 
is whether such a reasoning with privacy as a fundamental value can also be used in 
EU competition law (e.g. in Art. 102 TFEU). In chapters 5 and 6 we will see how the 
new proposal of the Digital Market Act relates to this discussion, because it entails a 
                                                                            

23 See, e.g., Schneider (2018), Volmar/Helmdach (2018), and also Costa-Ca-
bral/Lynskey (2017, 30-38). 
24 See Buttarelli (2019). 
25 See, in particular, the critique of Colangelo/Maggiolino (2019, 376). 
26 This approach does not raise serious problems for all those competition law schol-
ars who are open to consider also other objectives (beyond competition / consumer 
welfare) in competition law. See, e.g., with respect to data protection and privacy, 
Costa-Cabral/Lynskey (2017). 
27 See Bundesgerichtshof (2020); see with regard to this decision also Podszun 
(2020). 
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far-reaching ex-ante prohibition of such "bundling of consent" requirements for per-
sonal data for all gatekeeper platforms. 
 
Additionally, also a number of contributions can be found that welcome the Facebook 
case and its discussion, because it opens a much broader discussion about the need 
to develop a broader policy perspective on the manifold, complex, and interlinked prob-
lems of the data economy, in which market power problems of large digital platform 
firms (with gatekeeper positions), data concentration, and unsolved privacy problems 
of consumers through intransparency and "dark patterns" behaviour etc. might be di-
rectly intertwined with each other. These contributions see the necessity to overcome 
the narrow traditional approaches of competition law, data protection law, and others, 
and suggest the development of new and more integrated policy approaches (including 
collaboration between the enforcement agencies of different policies).28 
 
This international discussion about the Facebook case of the German FCO has shown 
a broad range of positions. They all deal with the question whether and how competi-
tion law can take into account data-collecting practices and privacy terms (esp. this 
"bundling of consent") of a dominant digital platform firm like Facebook with respect to 
competition and privacy, and what the role of data protection law can be regarding 
these problems. In the following chapter 3 we are analyzing from an economic per-
spective, whether the main counterargument to the Facebook case, i.e. the thesis of a 
strict separation of competition and data protection law, can be defended in cases like 
the Facebook case. In these cases we have - as most of the scholars in this discussion 
would agree - a situation with the simultaneous existence of two market failures, 
namely (1) a competition problem (here: market dominance), and (2) an unsolved in-
formation and behavioral problem of consumers. What implications follow from such 
an analysis for the relationship between competition law and data protection law? This 
is a question that so far has not been analysed in a systematic way.  
 
 
3. Competition policy and privacy protection: Two market failures, two policies, 
and their interaction 
 
From an economic perspective different policies should fulfill different tasks, i.e. solving 
different market failure problems and/or achieving different policy objectives. Whereas 
competition policy should solve market failures through competition problems, data 
protection (or privacy) policies have the task of protecting the privacy of individual per-
sons (and their informational self-determination). If we interpret the EU data protection 
law (GDPR) from an economic perspective, then it focusses on the solution of two 
different problems: On the one hand, it defines and assigns a bundle of rights on per-
sonal data to individual persons, and, on the other hand, it helps solving information 
asymmetry and behavioral problems of these persons with regard to contracts that 
allow other firms to process, collect, and use their personal data. Since consumer pol-
icy also intends to solve this type of market failure, the GDPR can also be interpreted 
as a specific consumer policy with respect to personal data.29 Since in the EU the 

                                                                            

28 See, e.g., Costa-Cabral/Lynskey (2017), Binns/Bietti (2020), Kemp (2020).  
29 For analyses of the similarities and differences between competition law, data pro-
tection law and consumer law in the EU, see from a legal perspective, in particular, 
Costa-Cabral/Lynskey (2017), as well as Graef/Clifford/Valcke (2018), 
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GDPR protects privacy also as a fundamental value, this additional normative objective 
can lead to trade-off problems with the objective of economic efficiency.30 In the fol-
lowing, we narrow down the analysis by focussing only on the two market failures com-
petition problems and information / behavioral problems of consumers,31 and analyze 
from an economic perspective the relationship between these two policies in situations 
of a simultaneous existence of both market failures as in cases like the Facebook case. 
 
The established standard approach both in the law and in economics is that we analyze 
and remedy a certain market failure problem separately, and usually under the implicit 
assumption that it is the only market failure on this market. If we have, for example, a 
competition problem through a dominant firm, we only look at the competition prob-
lems, and do not take into account whether there are at the same time also information 
asymmetry problems on these markets. In the same way, also data protection law (or 
consumer law) does not take into account whether a firm is dominant or not when trying 
to solve market failure problems through information or behavioral problems of con-
sumers. Therefore the main critique of the Facebook decision of the FCO is entirely in 
line with this standard approach: Competition law should deal with the competition 
problems, and data protection/consumer law with the information/behavioral problems. 
However, the policy discussions about large digital platform firms have already shown 
very well that in the digital economy these two market failures might be deeply inter-
twined, suggesting that such a separation approach might not work any more, and a 
more complex approach is necessary. From the perspective of economic theory this is 
not surprising, because this standard approach of a separate application of different 
policies is based upon a number of assumptions,32 which need not be fulfilled under 
the real-world conditions of the digital economy. 
 
The main problem is that this standard approach can only work, if (1) the effects of the 
two market failures, and also (2) the effects of both policies (including remedies) are 
independent from each other. This assumes that competition problems, as, e.g., car-
tels, mergers, and dominant firms, have no impact on (the effects of) the information 
and behavioral market failure, as well as, vice versa, the latter market failure has no 
impact on competition problems. A similar problem of interaction effects also emerges 
at the policy level. Here the standard approach would also assume that the effects of 
one policy (as, e.g., competition law with respect to its effects on competition) do not 
depend on the application of the other policy (as, e.g., data protection / consumer law), 
i.e. how the other policy tries to solve the second market failure and how successful it 
is in that respect.  
 

                                                                            

Botta/Wiedemann (2019), Graef/van Berlo (2020), and from an economic perspective 
Kerber (2016).  
30 Kerber (2016, 645).  
31 It is not possible here to discuss, to what extent also additional market failures might 
be relevant here, as, e.g., "missing markets" for personal data (Economides/Lianos 
2021), or "data externalities" that lead to excessive data-sharing (Acemoglu et al 2020). 
32 It is wellknown in economics for a long time that policies that intend to reduce one 
market failure might fail (and even worsen the situation), if at the same time a second 
(unsolved) market failure exists. In welfare-theoretic microeconomics this problem has 
been analyzed in the "theory of the second-best" (Lipsey/Lancaster 1956).  
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The following Figure 1 illustrates this problem. These interaction effects can exist both 
between the market failures themselves and their effects on competition and privacy, 
but they can also exist in that way that the application of competition law (data protec-
tion law) can have effects on privacy (on competition). The latter also implies that the 
aggregate effects of both policies on competition and privacy can depend on the spe-
cific combination of both policies (and their remedies). If such interaction effects be-
tween these two market failures and two policies exist, then it can be concluded from 
an economic perspective that any separate application of both policies that ignores 
these interaction effects can lead to suboptimal policy decisions, suggesting the need 
for a coordination of both policies. Whether and to what extent such interaction effects 
exist, is an empirical question. In the following, we will briefly show that many of these 
interaction effects have already been an issue in the current policy discussions. 
 
Figure 1: Two market failures, two policies, and their interaction effects 
 

 
 
The information and behavioral problems of consumers regarding their consent to con-
tracts with data-collecting firms about the collection and use of personal data and the 
ensuing problems for the "notice and consent" solutions are well-researched and 
broadly accepted as a largely unsolved market failure problem in the discussion. Due 
to intransparency and also misleading practices of data-collecting firms consumers are 
overwhelmed and cannot compare different privacy policies of firms, which - according 
to a wide-spread opinion - is also the reason, why competition with privacy-friendly 
terms and conditions does not work in an effective way.33 So far the attempts to im-
prove this competition through more efforts for transparency have proven futile.34 This 
market failure also leads to an entry barrier for firms that would like to offer more pri-
vacy-friendly services to respond to heterogeneous privacy preferences. It also makes 
it easier for the large digital platform firms like Facebook to collect large quantities of 
                                                                            

33 For the problems of "notice and consent", privacy paradox, "dark patterns" and 
"concealed data practices" see, e.g., Solove (2013), Acquisti et al (2016, 479), Koko-
lakis (2017), Waldman (2020) and Kemp (2020). 
34 As possible future instrument privacy icons, privacy certification, or standardisation 
of privacy policies are discussed.  
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personal data, which strengthens their competitive advantages on a multitude of mar-
kets. These are some of the already well-discussed effects of information and behav-
ioral problems on competition.35 
 
What about the effects of competition problems on information and behavioral prob-
lems and privacy? Less competition, e.g. through the existence of a dominant firm, a 
cartel about data-collecting (or data-sharing) practices or large lock-in effects of con-
sumers, can lead to less choice for consumers between different services with different 
data-collection / privacy protection levels. This can lead to lower incentives for con-
sumers to invest in screening of privacy policies, which aggravates the information 
problems. At the same time, dominant firms can use less transparent and more mis-
leading behavioral targeting practices to get consent to more far-reaching data-collect-
ing privacy policies, because consumers cannot avoid these firms.36 Therefore the 
question emerges whether competition problems, and information and behavioral 
problems might reinforce themselves mutually, and lead to the resignation of many 
consumers, because they realize that they have no realistic chance in controlling their 
data and protecting their privacy.37  
 
There are also well-established discussions about interaction effects at the policy level. 
One important discussion focuses on the question whether data protection law itself, 
especially the strict data protection law in the EU, can have negative effects on com-
petition. In that respect it is claimed that the GDPR with its high requirements for con-
sent supports the concentration of personal data on a few large digital platform firms, 
strengthens their competitive advantages and increases entry barriers.38 However, it 
is also widely assumed that data portability rights (like Art. 20 GDPR in the EU) can 
also help to enable more competition (by reducing switching costs and lock-in prob-
lems), leading to the current discussion about making this data portability right more 
effective.39 Again, it can be asked, vice versa, about the effects of competition law on 
privacy. Can the prohibition of cartels, merger control, or the prohibition of abusive 
behavior of dominant firms have positive effects on privacy? Theoretically economists 
would assume that in a well-functioning market, i.e. without information and behavioral 
                                                                            

35 See also the concept of intermediation power in Schweitzer et al. (2018, 85-100). 
Here it is argued that the fact that large digital platforms are also information interme-
diaries (with information asymmetries vis-a-vis consumers) implies that they also have 
an information manipulation power, e.g. through biased rankings and ratings, with 
which they can influence the behaviour of consumers, and, thus, increase their market 
power (see also Crémer et al. 2019, 49). 
36 The huge amount of personal data large digital platforms already have on many 
consumers, also allows them not only to use much more effective targeted behavioral 
strategies to nudge consumers to give more personal data, but also to use “dark pat-
terns” and more deceptive strategies (see Forbrukerradet 2018, Srinivasan 2019, 92-
97).  
37 See Turow et al. (2015), Condorelli/Padilla (2020, 44). 
38 See, e.g. Campbell et al. (2015), OECD (2020, paras. 162-169), Gal/Aviv (2020), 
Johnson et al. (2021)  
39 See, e.g., Krämer et al (2020). However there are also concerns that the data port-
ability right might also strengthen the market power of the large digital platform firms 
(see, e.g., de la Mano & Padilla 2018 with respect to the effects of the Second Payment 
Service Directive). 
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problems, effective competition would lead in the same way to a better fulfillment of 
privacy preferences as with regard to other preferences. Empirical studies about the 
effects of competition on privacy, which so far have led to inconclusive results, suffer 
from the problem of the simultaneous existence of both market failures.40 However, 
also negative effects of competition law on privacy are being discussed, especially with 
respect to remedies that would try to improve competition through requiring the sharing 
of personal data, e.g. of large digital platform firms with other smaller competitors.41  
 
It is not possible here to analyze these interaction effects in more detail or to give a 
comprehensive overview about the results of the already existing research. But these 
discussions show the empirical relevance of these interaction effects, especially with 
respect to the data-collecting behavior of digital platform firms. From an economic pol-
icy perspective this leads to the conclusion that a separate application of both policies, 
which would ignore the other market failure and policy and these interaction effects, 
would lead to suboptimal decisions in both policies.42 A wellknown example is the 
critique of the approach of the EU Commission in its assessment of data mergers, 
which surprisingly assumed that competition law need not take into account the effects 
of the mergers on privacy, because data protection law would solve any privacy prob-
lems through the combination of the merging firms' data sets.43 As a consequence, 
the standard approach of a strict separation and simple division of labour between 
competition law (solving competition problems) and data protection law (solving pri-
vacy problems) does not fit for the digital economy, and a more complex and sophisti-
cated relationship between both policies that takes into account these interaction ef-
fects is necessary.  
 
In the following chapters, we will apply this theoretical framework of two market failures, 
two policies, and their interaction effects to the question whether (and how) competition 
law can take into account negative effects of competition problems on privacy, as they 
have been claimed in the Facebook case. In the next chapter 4 we will ask whether 
competition law and/or data protection law can deal with such negative effects of com-
petition problems on privacy. After coming to the conclusion that only competition law 
can help in that respect, we will analyse in a much deeper way in chapter 5, how the 
control of abusive behavior of dominant firms can be applied for dealing with the ex-
clusionary and exploitative effects of data-collection / privacy terms behavior in cases 
like the Facebook case of the FCO.  
 
 
                                                                            

40 See Blankertz (2020) for an overview of these empirical studies and the mecha-
nisms of effects of competition on data-collection and privacy. See also Esayas (2018, 
183-192) for a broad discussion of market structure and data privacy that includes also 
behavioural aspects. Here much more research is necessary. 
41 See for this problem, e.g., Crémer et al (2019, 104), and, in the U.S. discussion, 
Douglas (2020). 
42 See also Jin/Wagman (2020, 20). 
43 See OECD (2020, paras. 69-73), where it it criticized that the EU Commission in its 
application of competition law has assumed erroneously in many competition cases 
(with potential effects on data and privacy) that the GDPR is solving the privacy prob-
lems, and that therefore the EU competition policy can ignore these effects. See more 
generally also Lynskey (2018).  
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4. Negative effects of competition problems on privacy: A task for competition 
or data protection law? 
 
4.1  Competition law 
 
The question that we want to answer here is whether, in general, data-collection be-
haviour (and, e.g., the specific "bundling of consent" in the privacy terms) of digital 
firms can be taken into account in competition law. It is clear that there is no problem 
of applying competition law to such practices, if there are direct negative effects on 
competition. If firms collude on the extent and conditions on data collection, e.g. 
through agreements on their privacy policies, then such behavior can infringe compe-
tition law provisions against cartels (as Art. 101 TFEU in the EU). Also the combination 
of data sets can raise problems in merger reviews, if it can impede competition on a 
market, e.g. through erecting barriers to entry. In the same way, also a certain data-
collection behavior of a dominant firm can be prohibited as abusive (Art. 102 TFEU), if 
this behavior has exclusionary effects and therefore impedes competition. The inter-
esting question is whether competition law can also take into account the negative 
effects of such a behaviour on the privacy of consumers. 
 
If we start from an economic perspective with the consumer welfare standard in com-
petition law, then it is no problem to take into account in competition law all negative 
effects on privacy, as long as they can be interpreted also a reduction of consumer 
welfare. This is also the reason why economists have no problem to agree to the 
widely-held view that privacy can be seen as part of the "quality" of a service.44 The 
relationship between the data-collecting behaviour and privacy policies of digital firms 
and consumer welfare is however a complex one that needs careful consideration 
(and, in fact, much more research). It is often claimed that market dominance can lead 
to excessive collection of data in direct analogy to excessive prices. The wide-spread 
interpretation of data as a counterperformance for “free” services also suggests that 
the harm to consumers is that they have to pay a too high “data price” for these ser-
vices. However, due to the non-rivalrous character of data the consumers do not have 
less personal data than without the data-collection (and retain the right to share these 
data with others).45 Therefore the direct analogy to excessive prices is problematic 
with respect to effects on consumer welfare: In contrast to a higher monetary price the 
collection of more data, e.g. through such a bundling of consent as in the Facebook 
case, need not always lead to less consumer welfare.46 Nevertheless it is still possible 
that such a behaviour can be qualified as "excessive data collection", but a more so-
phisticated reasoning is necessary. We cannot discuss here in detail, under what con-
ditions and how the collection of more personal data (and/or a broader use / sharing 
of these data through far-reaching terms in the privacy policies) can lead to more harm 

                                                                            

44 See, e.g., Stucke (2018, 285-290), Lynskey (2018), Esayas (2017).  
45 Important is also that, economically, personal data are not "sold" but "licensed" to 
data-collecting firms. Since this is a non-exclusive licence, consumers retain the right 
to allow also other firms to use these data. 
46 See, e.g., Haucap (2019, 2-3). In addition, providing more data allows for more 
personalised services, which also can increase consumer welfare.  
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to consumers.47 In the following, we will focus only on two economic reasonings: Pri-
vacy risks and privacy preferences.48 
 
It was always a main argument in data protection law that the collection of more per-
sonal data (or a wider use/sharing of data) can lead to higher privacy risks. These are 
the additional risks that consumers have to bear, because these data, which can be 
combined with many other data to comprehensive consumer profiles, can be used for 
business practices (or other behaviour) that can harm them in the future (behavioral 
targeting, fraud/extortion, price discrimination etc.). Therefore, revealing more per-
sonal data can lead to higher objective risks for consumers about getting harmed, and 
it is clear from an economic perspective that these risks reduce consumer welfare.49 
Since one of the huge problems is that consumers usually cannot assess these privacy 
risks, it is hard or impossible for them to make well-informed and rational decisions 
whether very short-term benefits for providing their data are worthwhile enough for 
bearing these risks in the near or far future.50 If through competition problems (like 
cartels, mergers and dominant firms) consumers have to accept the collection and far-
reaching use of more personal data, then these larger privacy risks decrease their 
consumer welfare, and are therefore relevant for competition law.  
 
Consumer welfare also depends on the fulfillment of privacy preferences. We know 
from empirical studies that consumers have very heterogeneous preferences about 
whether and to what extent which kinds of personal data they would like to reveal under 
what circumstances to which firms (or other organizations) and for which purposes.51 
In a well-functioning market we would assume that a broad range of firms exists with 
different privacy policies, i.e. there would be firms that offer services with high privacy 
standards (and only a low level of data collection), and others with "free" services and 
a low level of privacy protection (and large collection of data). Depending on the extent 
of data collection also different monetary prices might have to be paid for these ser-
vices. It can also be expected that the same firms offer their services with different 
privacy options (with and without data collection) and prices, from which their custom-
ers can choose. In such a well-functioning market, with a wide range of options for 
making granular decisions about making personal data available to certain firms and 
for certain purposes, consumers could choose services with those privacy policies that 
fit best to their preferences, and also optimize their decisions about benefits and risks 
of revealing personal information. Being capable of making such choices would in-
crease the welfare of the consumers. This implies that the non-existence of such a 
range of options for choosing the optimal privacy solutions, e.g., through such an 
                                                                            

47 See for various overviews about this discussion with many references, e.g., Esayas 
(2017), Colangelo/Maggiolino (2018, 232-235), OECD (2020, 25-32).  
48 We are particularly not discussing the important question, whether competition 
problems lead to lower "prices" that consumers can get for their personal data as a 
reasoning for "data exploitation". 
49 The principles of data minimization and limiting consent to specific purposes in data 
protection law can be understood as principles of caution that help to limit these privacy 
risks.  
50 See, e.g., Solove (2013). 
51 See Acquisti et al. (2016, 444-448) and Kerber (2016, 642) with further references. 
Also the FCO used such a survey in its Facebook decision (Bundeskartellamt, 2019a, 
5-6).   
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uniform take-it-or-leave-it "bundling of consent" by a dominant firm (as in the Facebook 
case), will have negative effects on consumer welfare (particularly for consumers with 
strong privacy preferences). Therefore having not enough choice for consumers can 
also be seen as reducing consumer welfare.52  
 
Our preliminary result is that negative effects of competition problems on privacy, e.g. 
through cartels, mergers, or abusive behavior of dominant firms, can be taken into 
account in competition law, because the increasing of objective privacy risks and the 
non-fulfillment of heterogeneous privacy preferences through excessive collection of 
data and/or excessive terms can be interpreted as directly reducing consumer welfare. 
In that respect, privacy can be seen as part of the non-price parameter quality, or even 
as a separate non-price parameter. If therefore competition problems, as, e.g., hori-
zontal agreements about privacy policies or the behavior of dominant firms, have neg-
ative effects on the privacy of consumers, then this is also a genuine concern for com-
petition policy in a similar way as higher prices or less innovation.  
 
 
4.2  Data protection law  
 
Can also data protection law deal with those negative effects of competition problems 
on privacy? In the following, we will present two arguments, why data protection law is 
generally not capable of solving these problems.  
 
First, there is a broad consensus that EU data protection law establishes minimum 
standards for privacy protection. It is however expected that on well-functioning mar-
kets also higher levels of data protection than this minimum standard would be of-
fered.53 This implies that any negative effects of competition problems on privacy, e.g. 
with respect to larger privacy risks due to excessive collection and use of personal data 
through firms with market power (or through a cartel or a merger), cannot be dealt with 
by the GDPR, as long as these firms still comply with these minimum standards. The 
decisive point is that competition law also protects competition with data-collecting be-
haviour and privacy terms, and therefore also privacy levels above these minimum 
standards against anticompetitive behaviour and competition problems. This is also 
the reason why, in general, compliance with the GDPR does not shield firms from com-
petition law violations with regard to their data-collecting behaviour and privacy poli-
cies.54   
 
The second problem is that EU data protection law focuses on protecting consumers 
with respect to a different market failure, namely information and behavioral problems 
of consumers with regard to the contractual arrangements about collecting and use of 
personal data. In that respect both data protection law and consumer law can be ap-
plied.55 In data protection law this leads, inter alia, to the requirements for a valid 
consent, and the already mentioned very critical discussion about the effectiveness of 
                                                                            

52 In the legal discussion consumer choice has always been seen as an assessment 
criterion in competition law (see, e.g., Averitt/Lande 2007). 
53 See on competition on data protection conditions also Costa-Cabral/Lynskey (2017, 
20) and Esayas (2018) 
54 See also Robertson (2020, 177).  
55 See Kerber (2016, 645), Costa-Cabral/Lynskey (2017), Botta/Wiedemann (2019).  
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"notice and consent" solutions for making well-informed and rational decisions with 
respect to personal data.56 It is this focus on the market failure "information and be-
havioral problems" which makes data protection law incapable of dealing with negative 
effects of competition problems on privacy. Both the legal provisions of data protection 
law and also the tool-box of data protection authorities do not allow the analysis of 
competition problems and their solution through appropriate remedies. Since it is a 
very important principle in EU data protection law (and in other privacy laws) that all 
firms are treated equally with respect to their data-collection and privacy terms, data 
protection law cannot distinguish between firms with and without market power.57 It is 
not possible that the privacy policies of firms that are not under effective competition 
(dominance, horizontal agreements) are assessed more critically than those of firms 
under effective competition, implying that the different effects on privacy between these 
different groups of firms cannot be considered. Therefore competition and market 
power are not criteria for assessing the compliance with the GDPR. 
 
Particularly among competition lawyers there is a discussion whether market domi-
nance might also be taken into account in the GDPR as part of the assessment of the 
requirements for a valid consent (Art. 4(11) GDPR). The argument is that in the case 
of a dominant firm the consumers might not have the possibility of providing a "freely 
given" consent any more, which might render their consent invalid.58 It can find limited 
support in the Art. 29 Data Protection Working Party Opinion about legitimate interests 
of data controllers, in which also the dominant position of a company on the market is 
briefly mentioned as one of the factors that can be considered.59 However, the princi-
ple of treating all kinds of firms equally with respect to data-collection and privacy terms 
is, so far, deeply entrenched in the practice and jurisprudence of EU data protection 
law.60 Since, however, EU data protection law uses a risk-based approach with regard 
to privacy protection, treating firms differently according to different privacy risks linked 
to different types of firms would be compatible with such an approach. If the data-
collecting behaviour and privacy terms of dominant firms lead to larger privacy risks 
than those of non-dominant firms, then such a differentiation might be appropriate also 
from an economic perspective. It is however less clear whether in data protection law 
such a risk-based rationale for differentiating between different types of firms regarding 
data collection and privacy terms would see market power or lack of effective compe-
tition as the main criterion for such a differentiation, or only as one of a number of 
criteria.61 But even if market power can be established as such a criterion, then there 
                                                                            

56 See the references in fn.33. 
57 See Colangelo/Maggiolino (2019, 366), Botta/Wiedemann (2019, 445), Lynskey 
(2019, 203). 
58 See the discussion in Botta/Wiedemann (2019, 439). The FCO in its Facebook de-
cision has also used this argument (Bundeskartellamt 2019a, 11-12). 
59 See Art. 29 Data Protection Working Party (2014, 40). 
60 This is also the reason why it was criticized that the FCO with its Facebook decision 
would extend the data protection requirements for dominant firms. See Colan-
gelo/Maggiolino (2019, 366), Këllezi (2019, 355-356) but also Crémer et al. (2019, 80). 
61 See Graef/Van Berlo (2020), who propose to use the "special responsibility" princi-
ple of Art. 102 TFEU also in EU data protection law, which would enable to treat dom-
inant and non-dominant firms differently. Another approach has been suggested by 
Lynskey (2019), who introduces a much broader concept of "data power" of digital 
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is still the problem of the lacking expertise and remedies of data protection authorities 
for analyzing competition problems and implementing appropriate remedies. In any 
case, however, these questions should be on the agenda for future reform discussions 
in data protection law as well as for a possible collaboration with competition authorities 
(see chapter 6).  
 
This section has shown that data protection law is not capable of dealing with negative 
effects of competition problems on privacy, because it only protects a minimum stand-
ard of privacy protection and focusses with its instruments on a different market failure. 
Consumer law as another policy instrument that can be applied to data-collection and 
privacy policies of firms runs into the same problems. It can help to deal with issues of 
transparency and misleading terms and conditions, but it also cannot treat firms with 
and without market power differently or even deal with negative privacy effects of mer-
gers and cartels. In that respect, it is important that the Italian competition and con-
sumer protection authority AGCM  in 2018 imposed a fine on Facebook for misleading 
consumers and aggressive commercial practices as violations of Italian consumer law 
(codice del consumo), which implements the EU Unfair Commercial Practices Di-
rective. The allegations refer to the practice of misleading consumers that the service 
is "free" despite that it has to be paid with personal data, and to practices that discour-
age users from blocking the transfer of their personal data to other websites.62 How-
ever the Italian Facebook case also clearly shows that consumer law has to frame the 
problem as an information or behavioral problem, which usually does not fit to the com-
petition problem.63 
 
The result of our analysis in this section is therefore that competition law can and 
should take into account the negative effects of competition problems on privacy, be-
cause data protection law and consumer law is not capable of dealing with these neg-
ative effects on privacy.64 
 
 
5. Assessing the abusive behavior of dominant firms with regard to data-collec-
tion behaviour and privacy terms  
 
5.1  Introduction  
 
Since data protection (and consumer) law cannot deal with negative effects of compe-
tition problems on privacy, the main counterargument against the Facebook case of 
the FCO that effects of competition problems on privacy is outside of the scope of 

                                                                            

platforms, which includes also other types of data power than only market power, and 
then discusses different options how to deal with such firms with data power. Both 
proposals are based upon the risk-based approach of the GDPR.  
62 See Botta/Wiedemann (2019, 442-444). 
63 An additional problem is that due to the impossibility of taking into account market 
dominance in consumer law, a danger of over-regulation arises, because the prohibi-
tion of certain practices of data-collection and privacy terms would then also apply to 
non-dominant firms, whose use of these practices might be unproblematic. 
64 An additional problem of EU data protection law is that it has a serious enforcement 
deficit (partly due to under-staffed data protection authorities). See as overview Lanci-
eri (2021). 



- 18 - 
 

competition law cannot be defended. On the contrary, only competition law is capable 
of dealing with these effects. After having clarified that the data-collecting behaviour 
and privacy terms of Facebook can be relevant in competition law, this chapter will 
discuss in more detail how it can be assessed within the control of abusive behaviour 
of dominant firms in EU competition law (Art. 102 TFEU). This will be done in close 
connection with the Facebook case and its controversial discussion, including the most 
recent developments in courts as well as the surprising inclusion of this issue in the 
current proposal of the Digital Market Act. 
 
 
5.2  Exclusionary abuse 
 
In the Facebook decision, the FCO has primarily focussed on assessing whether this 
"bundling of consent" in the terms of service can be qualified as an exploitative abuse, 
and only very briefly whether it also can have exclusionary effects. The FCO argued 
that through the violation of the GDPR Facebook was capable of getting an unlawful 
competitive advantage, which would lead to impeding its competitors. It can increase 
entry barriers and enable Facebook to defend its dominant position not only on the 
market for social media but also on advertising markets.65 The critical discussion fo-
cussed on the problem that the FCO did not try to substantiate this claim through a 
deeper investigation or the provision of evidence how the additional data would impede 
competition or raise entry barriers.66 It was widely regretted that the FCO has not used 
more the opportunity to investigate the potential exclusionary effects both on the mar-
ket for social media and on other markets, especially the advertising markets, because 
this would have allowed for a much less controversial reasoning regarding the abusive 
character of this "bundling of consent" requirement of Facebook. However, it has to be 
considered that we have gotten only very recently more insights into the working of 
digital advertising markets and the critical role of Facebook and Google in this sector. 
Therefore it might have been very difficult for the FCO to provide sufficient evidence 
about such exclusionary effects at the time of its decision. 
 
In the meantime, a number of recent studies have shown that Google and Facebook 
are dominating a very complex structured advertising industry with serious competition 
problems and inefficiencies. According to the comprehensive CMA report (July 2020) 
Google is dominant on the market for search advertising, whereas Facebook has mar-
ket dominance on the market for display advertising.67 There is considerable empirical 
evidence that both Google and Facebook have huge advantages through their superior 
access to first- and third-party data about consumers in targeting consumers. Since 
Facebook is not only dominant on the market for social media, but is assessed by the 
CMA even as a "must-have" platform for consumers, the latter have no real choice by 
switching to other competitors and have to accept also unfavourable data policies. 
Therefore Facebook's dominant position cannot be challenged by competition. Based 
upon this and other research, it is now much easier to show that such a "bundling of 
consent" can have exclusionary effects and therefore can be seen as an abusive 

                                                                            

65 Bundeskartellamt (2019a, 13) 
66 See, e.g., the critique of lacking evidence in the decision of the OLG Düsseldorf 
(2019, 32-36) 
67 CMA (2020a, paras. 3.189-3.157); the Australian ACCC report (2019, ch. 2.6, 2.7) 
came to the same conclusion for the Australian markets for digital advertising. 
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behaviour.68  Both the decision of the German Federal Court of Justice as well as the 
proposed Digital Market Act emphasizes the importance of such exclusionary ef-
fects.69 
 
 
5.3  Exploitative abuse 
 
Both in competition law and in competition economics there was always a controversial 
discussion about the control of exploitative abuse of dominant firms, and competition 
law regimes in the world differ about whether to control exploitative abusive behavior 
of firms with market power. Both in the EU and some Member States, as, e.g., Ger-
many, the control of exploitative abuse is an integral part of the control of dominant 
firms. If competition policy - in accordance with the consumer welfare standard - is 
understood also as an instrument for protecting consumers against welfare losses 
through the abuse of market power and anticompetitive behavior (as, e.g. price car-
tels), then controlling the behavior of dominant firms with respect to exploitative abuse 
of consumers is an essential pillar of competition policy.70 The reluctance of competi-
tion authorities to apply this instrument of exploitative abuse, and also the skeptical 
attitude of competition scholars, who see it only as an instrument in exceptional cases, 
has its cause in the difficulties of its practical application. This refers to the question 
how to determine what an abusive price is, and the understandable fear of competition 
authorities to evolve into price-control authorities. This reluctance with regard to price 
abuse is to a large extent justified,71 but it is no general argument against the use of 
the instrument of controlling exploitative abuse. However, it does emphasize the im-
portance of the criteria for determining an exploitative abuse and the potential need to 
limit its application to particularly serious problems of exploitative abuse. This is also 
important with respect to the collection of personal data and harm to privacy by domi-
nant firms.  
 
In cases of exploitative price abuse the usual approach from an economic perspective 
is to compare the actual price with a benchmark price under competition (price on an-
other market with effective competition, analysis of costs etc.).72 Due to the charac-
teristics of (multi-sided) platform markets (with its network externalities, tendency to 
tipping, and complex pricing behaviour) such an approach to price abuse is much more 
difficult on platform markets than on markets for normal products and services.73 In 
addition, we already have seen (in section 4.1) the difficulties of a direct transfer of the 
concept of excessive pricing to excessive data-collection. An additional problem is that 
                                                                            

68 See also Condorelli/Padilla (2020) about envelopment strategies through "tying of 
privacy policies". 
69 See Bundesgerichtshof (2020, 37), Draft DMA (recital 36) (European Commission 
2020a), and below section 5.4. 
70 Therefore competition policy does not protect only competition, but also consumers 
against the redistributive effects of market power and anticompetitive behaviour. See 
for this discussion Kerber (2009, 101-104).  
71 See for a summary of the current view on exploitative price abuse in EU competition 
law Ayata (2020). 
72 See from an economic perspective, e.g., Bishop/Walker (2010, 237-244). 
73 See Ayata (2020). 
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the negative effects on privacy (e.g. privacy risks like data breaches) might be much 
larger, if the same behaviour is applied by a dominant firm than a non-dominant firm. 
Therefore using the direct analogous approach of comparing the data-collection (and 
privacy) terms of a dominant firm with those of firms under effective competition does 
not seem to be a feasible approach for solving the problem. However, from a legal 
perspective, it is not necessary, e.g. in the application of Art. 102 TFEU, to use such a 
counterfactual, and therefore also other reasonings for exploitative abuse are possible.  
 
In the legal literature a broad discussion can be found about the possible criteria for 
assessing whether excessive data collection (and privacy terms) can be assessed ei-
ther in analogy to "excessive prices" or as "unfair trading conditions".74 It is not possi-
ble to discuss these criteria in detail, but competition lawyers see, in particular, rea-
sonings about "unfair trading conditions" (Art. 102 (a) TFEU) as a possible way for 
determining an exploitative abuse with respect to excessive data collection.75 Criteria 
for the assessment of the fairness, e.g., of such a behaviour as this "bundling of con-
sent", can be the indispensability of this condition for Facebook's business model and 
its operational interest, the principles of equity and proportionality, the bargaining 
power between Facebook and the consumers, and the consideration of EU data pro-
tection rules and principles.76 It is not possible here to analyse this legal approach of 
balancing interests with respect to fairness from an economic perspective. It is, how-
ever, important to note that the concept of fairness for controlling exploitative distribu-
tional effects through powerful firms has emerged recently as an influential new rea-
soning in the current competition policy discussion about large online gatekeeper plat-
forms, as, e.g., in the Digital Market Act proposal of the EU Commission. However, it 
is difficult for competition economists to deal with fairness as a normative criterion. But 
economists would always recommend that also the effects of a behaviour, e.g. here 
the "bundling of consent" on Facebook, the consumers, and competition on the market 
for social media and other (e.g., digital advertising) markets should be analysed and 
included in such an assessment of fairness.  
 
This emphasis of economists on the effects of a behaviour leads us to the need for a 
much deeper analysis and more research about the theories of privacy harms through 
data-collection behaviours and privacy terms. Commentators of the Facebook decision 
emphasized that the FCO did not develop a clear theory of harm but relied on (what 
lawyers call) "normative causality", i.e. that it used already existing legal assumptions 
about causal effects of market dominance in other legal rules for concluding negative 
effects on privacy instead of proving these effects on privacy in its own investigation.77 
                                                                            

74 See, e.g. Robertson (2020, 172-183), Botta/Wiedemann (2019, 429). 
75 See e.g., Robertson (2020, 183), Colangelo/Maggiolino (2019, 369-371). 
76 For these criteria, see Robertson (2020, 183). 
77 The concept of "normative causality" is difficult to understand for economists. See 
with respect to its application in the Facebook case Witt (2020, 38-41). Much more 
important is the discussion of the socalled "causality problem", i.e. whether it is nec-
essary to show a causality (a) between the dominance and the negative effects of the 
abusive behaviour on competition or the consumers, i.e. "effects-based causality", or 
(b) between the dominance and the abusive conduct (here the abusive privacy 
terms), i.e. "conduct causality". From an economic perspective, which would look at 
the effects on competition and consumer welfare, "effects-based causality" is the ap-
propriate concept. If both dominant and non-dominant firms use the same privacy 
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Although this might be sometimes a legitimate approach within the law, it would be 
very helpful, if we would have much clearer reasonings and evidence about the harm 
to privacy (and the welfare) of consumers. What is the harm to privacy (and welfare) 
of consumers, if a dominant firm like Facebook, which can perhaps not be avoided due 
to the "must have" character of its social media platform service, applies such a "bun-
dling of consent" requirement? In section 4.1 we already discussed that such a require-
ment, for example, might lead to higher (objective) privacy risks (consumer profiling) 
and less fulfillment of heterogeneous privacy preferences, and therefore can have re-
distributional effects from the consumers to the firm with market dominance (here: Fa-
cebook).78  
 
Therefore much more general research is necessary about all these (and other) theo-
ries of harm of data-collection behavior and privacy terms for consumers in situations 
with serious competition problems.79 Such a research should not be primarily done by 
competition authorities (as part of their investigations) but by interdisciplinary academic 
research. It should also include (the second market failure) informational and behav-
ioral problems, and not only focus on objective privacy risks and consumer welfare in 
the traditional sense but also on privacy as a fundamental value, on fairness, and, e.g., 
also on freedom of choice. The results of this interdisciplinary research can then also 
be used for developing clearer benchmarks about where is the line that separates abu-
sive and non-abusive data-collecting behavior (and privacy terms) in cases of exploi-
tative abuse by dominant firms (or, in the future, fair and unfair behavior of gatekeepers 
in the proposal of the Digital Market Act).  
 
 
5.4  The solutions of the German FCO and Federal Court of Justice in the Face-
book case and the EU Digital Market Act proposal 
 
The most controversially discussed issue in the Facebook decision is the approach to 
use the infringement of EU data protection law as a benchmark for determining that 
this "bundling of consent" is an exploitative abuse in competition law. The FCO there-
fore did not use the traditional approaches of assessing excessive data-collection in 
analogy to price abuse or as "unfair business terms". Rather it made a deep assess-
ment whether these terms of service of Facebook violate EU data protection law, and 
derived directly from such a violation their abusive character. This approach was heav-
ily criticized in the discussion and led to the allegation that any breach of data protec-
tion law or other laws through dominant firms can be seen and sanctioned as an abu-
sive behaviour in competition law. That raised concerns that competition authorities 
                                                                            

terms, then it can still be abusive if these privacy terms have more negative effects if 
applied by a dominant instead of a non-dominant firm. These and other causality is-
sues cannot be discussed here in detail. 
78 It is also discussed that the exclusionary effects of these increased data advantages 
of Facebook (and Google) on digital advertising markets can lead to higher advertising 
prices and therefore higher prices for other products and services for consumers (CMA 
2020a, 312-316). 
79 However, our emphasis on the need for more research about privacy effects does 
not imply that it is necessary that these effects have to be proven in specific cases. 
From a law and economics ("error-costs") perspective these insights can also be used 
for introducing economically sound rules or (rebuttable) presumptions about these ef-
fects. 
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can develop into super enforcers.80 In our view this approach of the FCO has led to a 
very unfortunate, misleading, and distracting general discussion whether any violation 
of other laws by a dominant firm can also be seen as an abusive behavior in competi-
tion law.  
 
From our analysis of the problem of two market failures, two policies, and their inter-
action, it cannot be the task of competition law (and competition authorities) to enforce 
data protection law. In chapters 3 and 4 we already have seen the differences regard-
ing the objectives and instruments of both policies. Even if we take into account in 
competition law the negative effects of competition problems on the privacy of con-
sumers, as it is also intended in the Facebook case by the FCO, the infringement of 
data protection law is neither a sufficient nor a necessary condition for the abusive 
character of the behaviour of a dominant firm: In chapter 4 we have seen that compe-
tition law can protect the privacy of consumers to a larger extent than the minimum 
standards of data protection law. Vice versa, not every data protection violation of a 
dominant firm can be seen as an abusive behaviour in competition law.81 This how-
ever does not preclude the possibility that under certain circumstances a specific in-
fringement of the GDPR can be used in a more comprehensive assessment of the 
abusive character of terms of services, e.g., as part of an assessment of "unfair busi-
ness terms". But this has to be assessed on a case-by-case basis. We therefore do 
not recommend the approach to directly derive the abusive character of certain terms 
of service from their violation of EU data protection law. This would not reflect the com-
plexity of the relationship between both policies. 
 
It can however be asked whether instead of EU data protection law also privacy as a 
fundamental value can be taken into account in such a broader assessment approach. 
This would imply that competition law can consider in certain (perhaps exceptional) 
cases also other fundamental rights in competition law decisions, as it has been sug-
gested by competition lawyers.82 Economists are usually very reluctant considering 
additional objectives of competition law but under certain circumstances this might be 
appropriate.  
 
The solution of the German Federal Court of Justice in its decision in the interim pro-
ceedings of the Facebook case used such an approach, albeit not by refering to privacy 
as a fundamental value at the EU level but by taking into account the "basic right" of 
informational self-determination, which is protected by the German constitution. Ac-
cording to the court the right on informational self-determination grants individual per-
sons the possibility to participate substantially and in a differentiated way whether and 
how its personal data are made available to others and can be used by others. The 
court argues that forcing the consumers through these terms of service to use a 
strongly personalised service (with consent to the merging and use of both data sets), 
and denying them the option to use also a less personalised version of this service 
(with only the On-Facebook data) would violate their basic right of informational self-
determination.83 In addition to that, the court, firstly, emphasizes "that Facebook with 
its social media network provides a communication platform, which at least for parts of 
                                                                            

80 See Colangelo/Maggiolino (2019, 376) 
81 See very clearly Robertson (2020, 177). 
82 See Schneider (2018, 218-219), Costa-Cabral/Lynskey (2017). 
83 See Bundesgerichtshof (2020, 47-49) 
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the consumers is to a large extent necessary for their participation in the social life and 
is of essential importance for the public discourse in political, social, cultural and polit-
ical questions."84 This leads according to the court to a special legal responsibility with 
regard to the conditions of the use of this platform with respect to informational self-
determination.85 The court, secondly, argues that the abusive character of this behav-
iour is in this case a result of both the exploitation of the consumers and the negative 
effects on competition, i.e. the court sees a direct link between the exploitative abuse 
and the exclusionary effects on the other market side, i.e. the advertising markets.86  
 
The decision of the German Federal Court of Justice is a huge step in the direction of 
taking into account privacy concerns in competition law.87 Although its reasoning re-
fers solely to German law, it can be applied in a similar way also in European compe-
tition law by using the fundamental value of privacy and informational self-determina-
tion at the EU level for arguing, why the lack of choice through such a "bundling of 
consent" behaviour can be an abusive behaviour also according to Art. 102 TFEU. At 
least as important is what exactly has been decided in substance through this decision: 
The crucial result of this decision is that individual persons have a constitutionally pro-
tected right on a minimum standard of choice about the extent of the collection and 
use of their personal data, which a dominant firm is not allowed to deny them. In that 
context the court emphasized that the social media platform has the quality of a quasi-
essential communication infrastructure in the digital society, that (for parts of the con-
sumers) cannot be avoided anymore. This echoes the characterization of a “must-
have” service in the recent CMA report. Thus, it is a particular interesting question 
whether this emphasis of the court should be interpreted as an additional qualification 
beyond market dominance in the traditional sense: On the one hand, this might imply 
that this approach of using this constitutionally protected right might only be relevant 
in exceptional cases (that go beyond mere dominance). On the other hand, this rea-
soning also opens up the perspective that dominant firms with this kind of essential 
infrastructure-like services might have to fulfill much more far-reaching responsibilities, 
which, e.g., might also justify a direct ex-ante regulatory approach beyond the tradi-
tional competition law. 
 
From this perspective, it is most interesting to also look at the new proposal of a "Digital 
Market Act" by the EU Commission with its basic approach of introducing an ex-ante 
regulation (with a set of per-se rules-like obligations) for those providers of "core plat-
form services" which qualify as "gatekeepers". One of these obligations  
focusses directly on the type of abusive behaviour in the Facebook case of the FCO:  

"In respect of each of its core platform services ..., a gatekeeper shall: (a) refrain 
from combining personal data sourced from these core platform services with 
personal data from any other service offered by the gatekeeper or with personal 
data from third-party services, and from signing in end users to other services of 
the gatekeeper in order to combine personal data, unless the end user has been 
presented with the specific choice and provided consent in the sense of Regula-
tion (EU) 2016/679." (Art. 5(a) Draft DMA).  

                                                                            

84 See Bundesgerichtshof (2020, 49: translation by the authors) 
85 See Bundesgerichtshof (2020, 41). 
86 See Bundesgerichtshof (2020, 27).  
87 See for legal analyses of this decision of the Bundesgerichtshof, e.g., Podszun 
(2020), Stojanovic (2020), and Witt (2020). 
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Here only a few comments can be made: (1) This obligation mirrors to a large extent 
the remedies of the Facebook case about the protection of choice of end users regard-
ing the combination of collected personal data from different sources. (2) However 
such a behaviour is directly prohibited for all gatekeepers, and it is also not the result 
of an ex-post assessment with a balancing of interests. (3) In recital 36 of the Draft 
DMA it is emphasized that this obligation should support the contestability of core plat-
form services, which would suggest a competition rationale. (4) It remains unclear 
whether and to what extent this obligation also takes into account privacy concerns 
and/or can be interpreted as a result of fairness considerations between the gate-
keeper and its end users. Overall, the EU Commission acknowledges with such an ex-
ante obligation the severity of the problem the FCO has raised, and supports the idea 
of a minimum of choice options for consumers regarding the processing and use of 
their personal data. However, from this proposal about regulating gatekeepers no di-
rect conclusions follow whether the EU Commission would now view this behaviour 
also as an abusive behaviour according to Art. 102 TFEU.88 
 
Important is that these German decisions in the Facebook case and also the DMA 
proposal have put a new remedy in the middle of the competition policy discussion, 
namely obliging firms with market (or gatekeeper) power to grant consumers a mini-
mum standard of choice (and therefore control) over the use of their personal data. In 
January 2021 Germany enacted a far-reaching amendment of German competition 
law, which includes a similar provision about a minimum of choice regarding the provi-
sion of data both for end and business users with respect to the behaviour of firms with 
a "paramount significance for competition across markets" (§ 19 (2) No.4 GWB), which 
is the equivalent to the gatekeepers in the DMA proposal.89 All of this is is a far-reach-
ing development in competition policy. It is however an open question, how high the 
appropriate minimum standard of choice should be, i.e. what extent of granularity of 
choice the consumers should have.90 It is also not clear, from which normative crite-
rion such a minimum standard of choice is ultimately derived: Is it derived from privacy 
protection and informational self-determination (as in the FCO or Federal Court of Jus-
tice decisions) or from contestability and fairness (as in the DMA proposal), from the 
objective of consumer empowerment (consumer policy), or from an autonomy-based 

                                                                            

88 It is therefore also not clear whether and to what extent the EU Commission 
changes its very reluctant approach of taking into account privacy effects in traditional 
competition law, like, e.g. in merger reviews. See for the very controversial discussion 
about the recent Google/Fitbit merger the deep concerns in Bourreau et al (2020), the 
decision about the clearance of the merger subject to conditions (European Commis-
sion 2020b), and for a critique of this decision, e.g. BEUC (2020). 
89 Although this provision in Germany is not an ex-ante prohibition, it is also broader 
than Art.5 (a) Draft DMA, because it is neither limited to personal data nor to end users 
but grants a minimum of choice also to businesses with regard to their data provision 
vis-a-vis these powerful digital firms. 
90 A very interesting solution would be that, for example, gatekeepers would have to 
offer consumers always a choice between a core platform service with and without 
having to provide personal data (e.g. by having to offer the service also with a monthly 
subscription fee and without the collection of data). See for such a policy proposals 
Becker (2017).  
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concept of freedom of choice (or a combination of them)?91 These are important and 
urgent questions that need much further discussion. 
 
 
5.5  The importance of remedies or why competition law might not be enough 
 
In our theoretical chapter 3 about the implications of the simultaneous existence of two 
market failures and two policies we have only briefly mentioned the role of remedies 
but did not analyze them in detail. However remedies play a key role not only for the 
effectiveness of both policies but also for their relationship, especially if negative ef-
fects on competition and privacy might be jointly caused by both market failures. In this 
section we will briefly discuss the potential effectiveness of the remedy of the FCO in 
the Facebook case. The FCO has chosen a new innovative form of an "unbundling 
remedy", namely the requirement of an additional consent of the consumers to the 
merging of the personal data collected within and outside of the Facebook services. 
Consumers should have the option to use the social media platform of Facebook also 
without having to give their consent to the integration of all these personal data. With-
out this consent Facebook has to keep these two sets of data separate (internal un-
bundling).92 But can we expect that this remedy of the FCO is effective with respect 
to the alleged exclusionary and exploitative effects? 
 
Regarding the exclusionary effects on competition it is very unclear, whether a suffi-
ciently large enough number of users of the Facebook social media platform will use 
this additional option in that way that they do not give consent to the integration of their 
data. If many users would still give their consent (e.g., because Facebook incentivizes 
this consent or uses other behavioral targeting instruments for nudging users to give 
their consent), then this remedy can be expected to be too weak for reducing the ex-
clusionary effects in a sufficient way.93 From a competition perspective a direct prohi-
bition of the bundling of both sets of personal data, independent from the consent of 
the users, would be a much more consequent remedy for solving the problem of supe-
rior data advantages of Facebook regarding competition on other markets.94 Such 
remedies are, e.g., sometimes used in data merger cases, where keeping certain sets 
of data of the merging firms separated can be a condition for clearing the merger.95 
This also shows that requiring an additional consent for integrating these data is much 
more a data protection remedy than a competition remedy. 
                                                                            

91 See Podszun (2019; 2020, 1273-1275). 
92 See Bundeskartellamt (2019c, 1-2). Such a remedy can also lead to complex prob-
lems, because then Facebook might have to offer several versions of its service, with 
and without such a data integration, and perhaps also with a monetary price (for a 
version without data integration) and the ensuing question what price might be seen 
as still acceptable (see Colangelo/Maggiolino, 2019, 372).  
93 This can also be described as a "collective action" problem of the users. Only if 
many users do not agree to the merging their data, a positive effect on competition can 
emerge. 
94 See, e.g., Condorelli/Padilla (2020, 184), who discuss this option as a privacy reg-
ulation remedy against envelopment strategies through "tying of privacy policies". 
However any limits for integrating data sets can also lead to efficiency losses through 
less data aggregation. 
95 See, e.g. OECD (2020, para.148). 
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At first sight it looks easier with regard to the exploitative effects of the "bundling of 
consent" behavior on privacy. Here the requirement of an additional consent for com-
bining the two data sets directly increases the choice options of the users, and there-
fore gives them more control over their personal data. Through denying their consent 
to the integration of both data sets, they can reduce (to some extent) the additional 
privacy risks from combining their personal data, and can choose better according to 
their own privacy preferences whether they want to use a more or less personalised 
version of the services of Facebook. If we use - as discussed in the last section 5.4 - 
the criterion that users of such services like the Facebook social media platform should 
have a minimum of choice options with respect to the collection and use of their per-
sonal data, then this remedy can directly help. It is, however, still an open question 
whether this remedy offers sufficient choice options, e.g., for protecting the constitu-
tionally protected right of privacy and informational self-determination. However the 
main problem of this remedy of granting a choice is that we still have the additional 
information and behavioral market failure problem, which is not solved by this remedy. 
If many users of the Facebook services do not understand the impact of this additional 
consent, also due to intransparency and unawareness of the large amount of collected 
data through third-party websites, online-tracking, and other sources, then they can be 
in a similar way overwhelmed by this additional option as they are in many other situ-
ations where they face "notice and consent" solutions. Then it is very unclear whether 
this additional option for choice can really be effective in solving their problems of pro-
tecting their privacy and making rational, well-informed decisions about the provision 
of their data with respect to the ensuing privacy risks and their privacy preferences.96  
 
Our brief discussion of the remedy of the FCO in the Facebook case makes clear that 
despite some positive effects through providing more choice options to the consumers, 
its effectiveness regarding both competition and privacy might be rather limited and 
presumably insufficient. Please note that the new proposed obligation for gatekeeper 
platforms in Art. 5 (a) of the Digital Market Act runs into exactly the same problems. 
One important reason is that the remedy of an additional choice does not solve the the 
second market failure of information and behavioral problems. It can be discussed 
whether a competition authority might also be capable of applying more effective rem-
edies that help to solve information and transparency problems of consumers, e.g. by 
prohibiting "concealed data practices"97 or requiring minimum standards for transpar-
ency about data collection and privacy terms. However the remedies of competition 
authorities for solving information and behavioral problems of consumers will always 
remain limited.  
 
As a consequence, it might have to be accepted that in such cases with two market 
failures the application of competition law alone might not be sufficient for solving the 
problems, and it might be necessary that also data protection and/or consumer law 
have to get active for contributing with their remedies to the solution of the problems. 
If, in particular, we take into account the interaction effects between the two market 
failures, which imply that the negative effects on competition and privacy are jointly 
                                                                            

96 To some extent the FCO has taken this problem into account in its remedy by re-
quiring that Facebook present solutions with regard to its terms of service and its data 
collection practices, which will increase transparency (Bundeskartellamt 2019b, 1-2). 
It is however not clear whether this is sufficient for solving the second market failure. 
97 See, e.g., Kemp (2020). 
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caused by both market failures, then it would not be surprising from an economic per-
spective that these problems might need a sophisticated combination of remedies of 
competition law and data protection / consumer law. In our final chapter 6 we will dis-
cuss the implications for the relationship between competition law and data protection 
law. 
 
 
6. The need for a broader and more integrated policy approach  
 
What are the most important results of our analysis? Since we have a problem of the 
simultaneous existence of two market failures with considerable interaction effects be-
tween them and between these policies on digital markets, the main counter argument 
against the Facebook case that privacy concerns should not be taken into account in 
competition law but only in data protection law, is untenable and cannot be defended 
any more. Since data protection law is not capable of dealing with the negative effects 
of competition problems on privacy, the application of competition law in such cases 
as the Facebook case is appropriate and often necessary. The main approach of the 
FCO in its Facebook decision to challenge this "bundling of consent" requirement in 
the privacy terms as an abusive behaviour of a dominant firm, because it restricts too 
much the choice options of users, is convincing and can be supported. It was confirmed 
by the German Federal Court of Justice, and is now even included in the set of general 
obligations for gatekeeper platforms in the DMA proposal at the EU level. Therefore 
the Facebook case is a very important precedent case both for taking privacy concerns 
into account in competition law and for protecting a minimum level of choice options 
against the market power of large digital platform firms. Instead of deriving directly the 
abusive character from a violation of data protection law, it is more appropriate to take 
into account the effects of such a behaviour on competition and privacy in a broader 
approach of balancing of interests. However, much more research is necessary, with 
regard to both the relevant normative criteria and the effects of data-collecting behav-
iour of dominant firms on privacy and on competition. 
 
It is also an important result that competition law alone cannot solve the problems in a 
sufficient way. Although a decision like in the Facebook case of the FCO can contribute 
to mitigate the negative effects, it can do this only in a limited, and presumably not 
sufficiently effective way. Particularly with regard to the problem of the collection and 
use of personal data of large digital platform firms, in which both serious privacy prob-
lems as well as huge competition problems emerge, it might be necessary that both 
policies are actively trying to solve the problems, and in this respect also collaborate 
with each other. Although in several countries competition authorities and data protec-
tion authorities have already started to have contact with each other, and are using in 
some cases already the advice of the other authority in their own proceedings, both 
types of authorities are still far away from an effective collaboration. In the following, 
some policy options for a more collaborative and integrated approach of competition 
law and data protection law are discussed.98 
 
Collaboration between competition and data protection authorities can be possible in 
different ways. For example, these controversial "bundling of consent" terms of service 
of Facebook could be the subject of parallel or joint investigations of both competition 
                                                                            

98 See for some recent contributions to this discussion, e.g., OECD (2020, 50-52), 
Graef/van Berlo (2020), and, in a more general and broader way, Reyna (2021). 
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and data protection authorities. A close collaboration of the authorities might lead, first, 
to a much better analysis and understanding of the problems, also through exchange 
of information and mutual discussion from the different perspectives of competition and 
data protection law, and, might allow, secondly, also a better assessment, what role 
each of these policies could play in such a case, and what combination of remedies 
might be most effective for solving these problems. Competition and data protection 
authorities can also jointly develop guidelines about data-collection behaviour and pri-
vacy terms that would consider both privacy and competition concerns, and also deal 
with potential trade off-problems between competition and privacy protection, e.g. with 
respect to data-sharing remedies. These guidelines could also entail minimum stand-
ards for choice options for consumers or principles of internal unbundling of data sets 
within conglomerate digital platform firms with dominant market (or gatekeeper) posi-
tions. 
 
Beyond a collaboration of competition and data protection authorities with respect to 
the application of both laws, it is also necessary to ask how competition law and data 
protection law can be improved for solving better the common problems and avoid 
conflicts with respect to their objectives. This requires a deep analysis of the interaction 
effects between both types of market failures and both policies (see chapter 3). Partic-
ularly important are trade off problems between competition and privacy protection, 
because the strict privacy protection of the GDPR can have negative effects on com-
petition (through de facto strengthening large digital platform firms). Here the enabling 
of a larger differentiation of the data protection rules for firms with market power (or 
larger firms) with regard to data collection and privacy terms in comparison to other 
firms might be an important reform option that can help to mitigate competition prob-
lems. Vice versa, a more effective competition policy, e.g. through a more privacy-
enhancing application of competition law or the introduction of an effective ex-ante 
platform regulation, can also help to protect better the privacy of consumers. Another 
wellknown discussion refers to making the data portability right of Art. 20 GDPR more 
effective for helping to solve competition problems. All these discussions show the 
complexity of the relationship between competition law and data protection law, and 
the need to improve and better align both policies. This also refers to their tool-box of 
remedies and the institutional set-up for such a more integrated and collaborative ap-
proach. 
 
However the relationship between competition law and data protection law has also to 
be seen in the wider context of the entire legal and regulatory framework for the digital 
economy. In addition to the already mentioned consumer policy, also the emerging 
new field of data (governance) policy, intellectual property rights, and interoperability / 
standardisation policy are particularly relevant, because they also can have far-reach-
ing effects on the policy objectives competition, innovation, privacy, and consumer pro-
tection.  This also includes the need for taking into account additional market failures, 
e.g. with respect to innovation, interoperability and standardisation, and data-sharing 
and data aggregation. From an economic perspective, it can be expected that between 
all of these policies significant interaction effects exist, leading to the need for a much 
more comprehensive and deep analysis of the interplay between (all of) these policies. 
This insight into the relevance of this interplay between different market failures and 
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policies strongly supports the demand for a more holistic and integrated policy ap-
proach in the digital economy.99 
 
Also additional specific regulations as the Digital Market Act, the Digital Services Act 
or sector-specific regulations can be important building-blocks within such an inte-
grated policy approach. How does the current proposal of the Digital Market Act fit into 
such a perspective? On the one hand, we have already seen in section 5.4 that the 
alleged abusive behaviour in the Facebook case has found its way into the list of be-
haviours that are per-se prohibited for gatekeepers, and that therefore the EU Com-
mission supports the main idea of the German FCO (and the Federal Court of Justice) 
that consumers should be granted a minimum standard of choice about the use of their 
personal data vis-a-vis powerful platform firms. On the other hand, the DMA does not 
address its relationship with data protection law (except that the GDPR has to be fully 
respected). It is unclear whether the obligation of Art.5(a) Draft DMA also should miti-
gate privacy concerns through gatekeepers or is justified only by competition and/or 
fairness concerns. The DMA also does not entail any provisions for a closer collabora-
tion with data protection authorities, e.g., with respect to privacy protection issues in 
the context of data-related obligations (data access, data portability). Therefore the 
DMA proposal so far does not seem to contribute much to a closer and more collabo-
rative relationship between competition policy and data protection law (despite the key 
role of personal data for gatekeepers). However the DMA also does not address the 
relationships (and collaboration) with other policies, as, e.g., consumer policy with its 
objective of more consumer empowerment, although some obligations, which 
strengthen the choice of end users, could also be interpreted as consumer policy.100 
Therefore they might fit into the manifold discussions in consumer policy about 
strengthening consumer empowerment by giving consumers more control over their 
data. But the DMA does not clarify, whether it also wants to contribute to the objectives 
of consumer policy. 
 
Therefore it is unclear to what extent the DMA proposal is embedded into a more col-
laborative and integrated policy concept about protecting competition and privacy, fos-
tering innovation, and empowering consumers. This seems to be different in the recent 
proposal of the CMA of a new ex-ante regulatory regime for the powerful digital firms 
with Strategic Market Status in the UK. The CMA proposal is embedded in a much 
clearer framework regarding market failures and other policies, especially consumer 
and data protection policy, and emphasizes the importance of collaboration of the pro-
posed "Digital Market Unit" with the enforcement agencies of the other policies.101 
Therefore it can be recommended that the proposal of the Digital Market Act could be 
improved by clarifying more the relationships to data protection and consumer law and 
by including provisions for enabling and encouraging a closer collaboration with other 
policies, in particular, data protection law. 
  
                                                                            

99 See, e.g., EDPS (2014), Kerber (2016, 647), Graef/van Berlo (2020), as well as 
Kerber (2019, 40) for using also the interplay with other policies for dealing with the 
competition problems through large online platform firms. 
100 In the DMA proposal the obligations in Art. 5(a), 5(c), 5(f), 6(1)b, 6(1)c, 6(1)d, 
6(1)e, and 6(1)h strengthen the rights of consumers and can therefore also be seen 
as consumer policy. 
101 See CMA (2020b, 75-78).  
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