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Review

Introduction

Oscillatory Processes and Perception

Stimuli that reach our nervous system are initially pro-
cessed in lower-order cortical areas specialized for detect-
ing certain types of sensory signals. These stimuli can 
then be integrated across distributed cortical networks 
comprising lower-order and higher-order areas. One 
mechanism that has been proposed to underlie informa-
tion integration across distributed cortical networks is 
transient synchronization of neural oscillations (Box 1; 
Fries 2015). Synchronization of neural oscillations has 
also been proposed as a mechanism for the integration of 
information across sensory modalities (Senkowski and 
others 2008; van Atteveldt and others 2014). Moreover, 
Siegel and others (2012) hypothesized that distinct spec-
tral profiles index different local cortical nodes involved 
in information encoding and long-range integrative pro-
cessing (Box 2). This hypothesis is based on the observa-
tion that bottom-up processing engages local networks in 
the gamma-band (>30 Hz), whereas top-down control 
through long-range integrative processing engages lower 
frequency bands (<30 Hz). It is likely that local networks 
can concurrently engage in bottom-up and top-down  
processes. When stimuli are simultaneously presented in 
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Abstract
At any given moment, we receive input through our different sensory systems, and this information needs to be 
processed and integrated. Multisensory processing requires the coordinated activity of distinct cortical areas. Key 
mechanisms implicated in these processes include local neural oscillations and functional connectivity between distant 
cortical areas. Evidence is now emerging that neural oscillations in distinct frequency bands reflect different mechanisms 
of multisensory processing. Moreover, studies suggest that aberrant neural oscillations contribute to multisensory 
processing deficits in clinical populations, such as schizophrenia. In this article, we review recent literature on the 
neural mechanisms underlying multisensory processing, focusing on neural oscillations. We derive a framework that 
summarizes findings on (1) stimulus-driven multisensory processing, (2) the influence of top-down information on 
multisensory processing, and (3) the role of predictions for the formation of multisensory perception. We propose 
that different frequency band oscillations subserve complementary mechanisms of multisensory processing. These 
processes can act in parallel and are essential for multisensory processing.
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Box 1.  Basic Properties of Neural Oscillations.

different sensory modalities, these stimuli can either be 
processed separately or integrated. Thus, multisensory 
paradigms are well suited for examining the role of neural 
oscillations in the transfer and integration of information 
across distributed cortical networks.

Oscillatory neural activity recorded by electroencephalogra-
phy (EEG) or magnetoencephalography (MEG) can be under-
stood as the synchronous waxing and waning of summed 
postsynaptic activity of large neural populations (Wang 2010). 
The resulting waveform can be dissected into different fre-
quency components with distinct amplitudes and phases 
(Mitra and Pesaran 1999). Different types of oscillatory 
responses, which reflect different aspects of neural synchro-
nization, can be distinguished (Jones 2016; Tallon-Baudry and 
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Do Neural Oscillations in Different 
Frequencies Reflect Distinct Mechanisms in 
Multisensory Processing?

In our environment, we are constantly confronted with an 
abundance of information. Much of this information origi-
nates from identical sources and is redundant or comple-
mentary. Multisensory processing allows us to organize 
this information. To date, it is not well understood how 
ongoing neural oscillations, network architecture, and 
functional connectivity influence the processing and per-
ception of multisensory stimuli. Rapid progress in electro-
physiological research has extended our knowledge of the 
cortical mechanisms underlying bottom-up, stimulus-
driven information processing. In addition, recent research 
has shed light on the influence of top-down processes, such 
as attention and expectations, on multisensory perception 
and the underlying neural processes. Here, we will review 
recent studies suggesting that neural oscillations in distinct 
frequency ranges reflect different mechanisms of multisen-
sory processing.

Study Selection and Structure of the Review

We will summarize electrophysiological research from the 
last decade on multisensory processing in human adults. 
Using the PubMed1 search engine, we found 275 research 
papers, 93 of which we selected according to our focus on 
neural oscillations. Based on the abstracts, we identified 
53 studies recording electrophysiological data during a 
multisensory task (Table 1). These studies feature various 
paradigms and research questions. We assigned the 53 
studies to four main categories: (1) stimulus-driven  
mechanisms (section “Stimulus-Driven Mechanisms of 
Multisensory Processing”); (2) multisensory illusions 
(section “Multisensory Illusions”); (3) top-down control 

Bertrand 1999). Evoked oscillations are closely related to the 
onset of an external event and the summation over trials of 
identical phase can result in event-related potentials (ERPs). 
Induced oscillations can be elicited by stimulation but can also 
occur independent of external stimulation. Induced oscilla-
tions do not have to be strictly phase-locked and time-locked 
to the onset of stimuli, but can be modulated by cognitive 
processes (Tallon-Baudry and Bertrand 1999). Furthermore, 
stimulation can lead to a phase reset that is time-locked to 
stimulus onset. Phase-locking of oscillatory responses can be 
quantified as intertrial coherence (ITC; Delorme and Makeig 
2004). In contrast to induced oscillations, pure phase reset is 
reflected in increased ITC. It also differs from evoked oscilla-
tions, in that pure phase reset is not accompanied by increased 
power. Importantly, phase reset plays a prominent role in mul-
tisensory processing (Kayser and others 2008; Lakatos and 
others 2007). Phase coherence can reflect functional connec-
tivity, that is, the interaction between oscillatory activities in 
different cortical regions. Neural oscillations of two brain 
regions are considered to be phase coherent when there is a 
constant relationship between the phases of the two signals 
over time (Fries 2015). The phase delay between oscillatory 
activities can indicate the direction of information flow 
between cortical regions (Maris and others 2016).

With respect to the role of neural oscillations for cogni-
tive processes, Engel and Fries (2010) suggested that fast 
oscillations indicate states of high arousal, whereas states of 
low arousal are primarily characterized by slow oscillations. 
The authors also proposed that oscillations in different fre-
quency bands enable interactions between neural popula-
tions. Similarly, Lakatos and others (2005) suggested a 
hierarchical organization, in which the phase of slow oscilla-
tions modulates the amplitude of faster oscillations. 
Moreover, the phase of slow oscillations likely reflects fluc-
tuations in cortical excitability (Craddock and others 2016; 
Jensen and Mazaheri 2010). Relatedly, a number of findings 
suggest that low-frequency oscillations provide temporal 
windows for multisensory processing (Kayser and other 
2008; Lakatos and others 2007; Simon and Wallace 2017).

Box 2.  Frequency-Dependent Information Transfer in 
Unisensory Cortical Areas.

Recent studies have analyzed information transfer within 
unisensory cortical areas. In an intracranial EEG study using 
depth electrodes in primary auditory (A1) and associate 
auditory cortex (AAC), Fontolan and others (2014) exam-
ined directed functional connectivity. The authors found a 
top-down influence from AAC to A1 in the frequency range 
below 40 Hz, but a bottom-up influence from A1 to AAC in 
the frequency range above 40 Hz. In line with findings on 
crossmodal influence (Mercier and others 2015), the authors 
found evidence for a modulation of gamma-band amplitude 
in A1 by low-frequency phase in AAC. In a recent MEG study, 
Michalareas and others (2016) examined granger-causal 

interactions along feed-forward and feedback projections 
within the visual cortex. In agreement with the findings of 
Fontolan and others (2014), the authors found gamma-band 
activity in feed-forward projections and alpha-and beta-band 
activity in feedback projections. Using laminar recordings 
from the macaque visual cortex, van Kerkoerle and others 
(2014) established gamma activity as a feed-forward rhythm, 
and alpha-band activity as a feedback rhythm. Whereas the 
former originates in the input layer 4 and propagates to 
superficial and deep layers, the latter is initiated in output 
layers 1, 2, and 5 and propagates toward layer 4. Taken 
together, recent findings underscore the role of low-fre-
quency oscillations as a mechanism for top-down informa-
tion flow, whereas high-frequency oscillations apparently act 
to propagate bottom-up information. These findings are 
widely in agreement with the results from studies on multi-
sensory processing and perception reviewed in this article.

Box 1. (continued) Box 2. (continued)

(continued)
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Table 1.  Overview of the Empirical Reports Considered in the Current Review.

Parameter Frequency

First Author Year Meth. Mod. Category Ev. Ind. Tot. ITC Conn. d q a b g

Bauer 2012 MEG TV Attention * * *
Barutchu 2013 EEG AV Attention * *
Pomper 2015 EEG TV Attention * * * * *
Keil 2016 EEG TV Attention * * * * * *
Kumagai 2016 EEG AV Attention * * * *
Keller 2017 EEG AV Attention * * * *
Yuval-Greenberg 2007 EEG AV Congruence * * *
Arnal 2011 MEG AV Congruence * * * * * *
Kanayama 2012 EEG TV Congruence * * * *
Lange 2013 MEG AV Congruence * * * * *
Quinn 2013 ECoG TV Congruence * * * *
Schelenz 2013 EEG AV Congruence * *
Gleiss 2014 EEG AV Congruence * * * *
Göschl 2015 EEG TV Congruence * * * *
He 2015 EEG AV Congruence * * *
Ohki 2016 MEG AV Congruence * * * * * *
Krebber 2015 EEG TV Congruence * *
Kayser 2017 EEG AV Congruence * *
Jessen 2012 EEG AV Crossmodal * *
Mercier 2013 ECoG AV Crossmodal * * * * *
Schepers 2013 EEG AV Crossmodal * *
Gleiss 2014 EEG AV Crossmodal * * * *
Biau 2015 EEG AV Crossmodal * * *
Kanayama 2015 EEG TV Crossmodal * * * *
Lin 2015 EEG AV Crossmodal * * * * * * *
Mercier 2015 ECoG AV Crossmodal * * * *
Rhone 2015 ECoG AV Crossmodal * * *
Mishra 2007 EEG AV Illusion * *
Kanayama 2007 EEG TV Illusion * * *
Kanayama 2009 EEG TV Illusion * * *
Hipp 2011 EEG AV Illusion * * * *
Lange 2011 MEG TV Illusion * * * * *
Keil 2012 MEG AV Illusion * * * *
Lange 2013 MEG TV Illusion * * *
Evans 2013 EEG TV Illusion * * * *
Keil 2014 MEG AV Illusion * *
Cecere 2015 EEG AV Illusion * * *
Leonardelli 2015 MEG TV Illusion * * *
Roa Romero 2015 EEG AV Illusion * *
Balz 2016 EEG AV Illusion * * * * *
Kumar 2016 EEG AV Illusion * * *
Grabot 2017 MEG AV Illusion
Keil 2017 EEG AV Illusion * *
Rao 2017 EEG TV Illusion * * *
Morís Fernández 2017 EEG AV Illusion * *
Senkowski 2007 EEG AV Synchrony * *
Lenggenhager 2011 EEG TV Synchrony * * *
Kösem 2014 MEG AV Synchrony * *
Kambe 2015 EEG AV Synchrony * *

continued
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Parameter Frequency

First Author Year Meth. Mod. Category Ev. Ind. Tot. ITC Conn. d q a b g

Yuan 2016 EEG AV Synchrony * * *
Covic 2017 EEG AV Synchrony * *
Simon 2017 EEG AV Synchrony * *

Giordano 2017 MEG AV Synchrony * * * *

TV = tactile-visual; AV = audiovisual; Ev. = evoked power; Ind. = induced power; Tot. = total power; ITC = intertrial coherence; Conn. = functional connectivity; δ = 
delta-band (3–4 Hz); θ = theta-band (4–8 Hz); α = alpha-band (8–12 Hz); β = beta-band (13–30 Hz); γ = gamma-band (>30 Hz).
The category indicates the type of experimental paradigm (from top to bottom): attention tasks; stimulus-congruence experiments; crossmodal experiments; illusion 
paradigms; temporal synchrony. The studies differ with respect to the recording methods (EEG, MEG, or electrocorticography), and the frequency ranges where 
effects have been observed. Additionally, studies also differ in their focus, which variously included the analysis of evoked oscillatory power, induced oscillatory power, 
total oscillatory power, intertrial coherence, or functional connectivity (Box 1).

Table 1. (continued)

and ongoing oscillations (section “Top-Down Control of 
Multisensory Processing”); and (4) speech perception 
(section “Audiovisual Speech Processing”). Studies that 
cover more than one topic will be featured whenever suit-
able. To summarize the outcomes of the reviewed studies, 
we derived an integrative framework for the role of neural 
oscillations in multisensory processing (section “An 
Integrative Framework for the Role of Neural Oscillations 
in Multisensory Processing”). Briefly put, we propose that 
neural oscillations in different frequency bands reflect key 
mechanisms, that is, feed-forward–feedback processing, 
attention modulation, and predictive coding in multisen-
sory processing. We also propose that these mechanisms 
can act in parallel. Open questions and clinical implica-
tions of research on neural oscillations and multisensory 
processing are discussed in the final section (section 
“Open Questions and Future Directions”).

Stimulus-Driven Mechanisms of 
Multisensory Processing

In speeded response tasks, individuals usually respond faster 
to multisensory stimuli than to unisensory stimuli (Miller 
1986; Pomper and others 2014). There also are qualitative 
differences between the processing of concurrent stimuli 
from multiple modalities and that of the respective single 
modalities presented alone. Specifically, stimulus-driven 
processing, as reflected through gamma-band power, is 
increased in response to multisensory compared with uni-
sensory stimuli, especially when both stimuli are attended 
(Senkowski and others 2005) and integrated (Bhattacharya 
and others 2002). Recent studies elucidated various factors 
that influence stimulus-driven processing of multisensory 
stimuli. Analyzing ITC in intracranial recordings, Mercier 
and others (2013) showed an influence of auditory stimula-
tion on the processing of a concurrent visual stimulus, 
reflected in increased ITC in the visual cortex in the theta-
band (5–8 Hz) and alpha-band (8–12 Hz), as well as in the 

beta-band (13–30 Hz). Based on increased phase reset of 
delta-band (3–4 Hz) and theta-band (5–8 Hz) oscillations in 
the auditory cortex during audiovisual stimulation in a fol-
low-up intracranial study, Mercier and others (2015) pro-
posed a mechanism for the crossmodal influence between 
different senses (Fig. 1): Optimally aligned phases promote 
communication between cortical areas, and stimuli in one 
modality can reset the phase of an oscillation in a cortical 
area of another modality. Furthermore, increased crossmo-
dal phase alignment in this study correlated with faster 
behavioral responses. These findings are in line with previ-
ous results from animal studies, which indicate that enhanced 
crossmodal processing relates to a phase reset in slow oscil-
lations (Kayser and others 2008; Lakatos and others 2007). 
Similarly, using surface EEG during visuotactile stimula-
tion, Kanayama and others (2015) found increased theta-
band ITC in somatosensory and anterior cingulate cortices 
following multisensory stimulation, relative to unisensory 
stimulation. In summary, it is likely that crossmodal influ-
ence involves low-frequency phase alignment. Moreover, 
stimulus-driven multisensory processing can enhance per-
ception, which is reflected in increased gamma-band power.

The Role of Stimulus Congruence in 
Multisensory Processing

Whereas stimulus-driven multisensory processing can 
enhance perception, the type of concurrent information also 
has a decisive influence on stimulus processing. Yuval-
Greenberg and Deouell (2007) showed that semantically 
congruent audiovisual stimulation, in comparison with 
incongruent stimulation, is associated with enhanced occip-
itoparietal gamma-band power.2 Similarly, Kanayama and 
others (2012) reported that visuotactile congruence is 
reflected in increased parietal evoked gamma-band power. 
Using intracranial recordings, Quinn and others (2013) ana-
lyzed the spatiotemporal profile of visuotactile integration, 
as reflected in high gamma-band power (70–190 Hz) and 
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local field potentials (LFPs). Interestingly, this study 
revealed that multisensory processing can be expressed 
through subadditive effects, that is, suppression of high 
gamma-band power in temporoparietal and dorsolateral 
prefrontal cortices following multisensory compared to uni-
sensory stimulation. Further evidence for the role of 
gamma-band power for the processing of congruent multi-
sensory stimulation comes from an EEG study by Krebber 
and others (2015). The authors examined the role of motion 
congruence for the processing of visuotactile stimuli and 
found increased gamma-band power during congruent ver-
sus incongruent visuotactile motion stimulation, which was 
localized in visual and somatosensory cortices (Fig. 2A). 
Underscoring the behavioral relevance of this observation, 
increased gamma-band power was correlated with faster 
responses to visual and tactile targets. A behavioral study, in 
which subjects were asked to detect visuotactile congru-
ence, also found enhanced performance for congruent com-
pared with incongruent multisensory stimuli (Göschl and 
others 2014). A follow-up EEG study revealed increased 
late beta-band power in the right somatosensory cortex and 
supramarginal gyrus during congruent compared with 
incongruent stimulation (Göschl and others 2015). In an 
EEG study, Gleiss and Kayser (2014a) analyzed the influ-
ence of task-irrelevant auditory stimuli on visual percep-
tion. In line with previous results, they found that 
concurrently presented spatially and temporally aligned 
sounds reduce visual detection thresholds. Interestingly, the 
improved perception correlated with reduced occipital 
alpha-and beta-band power. Investigating the crossmodal 
influence of auditory stimuli on visual motion stimuli in 
another EEG study, Gleiss and Kayser (2014b) found 
increased occipital alpha-band power during congruent 
compared with incongruent audiovisual motion stimula-
tion. This finding was corroborated in a recent follow-up 
study (Kayser and others 2017). Taken together, the data 
available suggest that congruent multisensory stimulation 
facilitates stimulus processing, as reflected in reduced 
alpha- and beta-band power and increased gamma-band 
power. Notably, the type of stimulus congruence, for exam-
ple, semantic or motion congruence, appears to have differ-
ent effects on multisensory processing.

The Impact of Temporal Alignment on 
Multisensory Processing

Comparable with the above-described effects of stimulus 
congruence on neural oscillations, Senkowski and others 
(2007) demonstrated enhanced evoked occipital gamma-
band power following temporally aligned, that is, syn-
chronous, compared with asynchronous audiovisual 
stimulation. Interestingly, studies examining temporal 
alignment and neural oscillations have revealed addi-
tional effects. Analyzing visual-somatosensory stimulus 

processing in a virtual-reality environment, Lenggenhager 
and others (2011) showed reduced somatosensory alpha-
band power during asynchronous compared with syn-
chronous stimulation. In another study using rhythmic 
audiovisual stimulation, Covic and others (2017) found 
increased occipitoparietal steady-state power during syn-
chronous compared with asynchronous stimulation. 
Moreover, Kösem and others (2014) demonstrated that 
phase shifts in entrained oscillations in auditory areas 
map the perceived synchrony of audiovisual stimuli. 
Findings by Kambe and others (2015) further support the 
role of oscillatory phase for multisensory processing. The 
authors found increased beta-band ITC in central and 
occipital electrodes only when subjects perceived audio-
visual stimuli as synchronous but not when they per-
ceived them as asynchronous (Fig. 2B). More recently, 
Simon and Wallace (2017) showed that the effect of a 
visual stimulus on frontal theta-band power depends on 
the phase of low-frequency oscillations that were 
entrained by an auditory stimulus. This finding is in 
agreement with previous intracranial studies in monkeys 
(Kayser and others 2008; Lakatos and others 2007) (Box 
1). To summarize, enhancement of gamma- and alpha-
band power, as well as increases in beta-band ITC, 
reflects the temporal alignment of stimuli from multiple 
sensory modalities. Moreover, phase reset of low-fre-
quency oscillations presumably plays an important role in 
multisensory processing.

Multisensory Illusions

Multisensory illusions, such as the rubber hand illusion 
(RHI), the sound-induced flash illusion (SIFI), or the 
McGurk illusion, allow the comparison of variable per-
ception following physically identical stimulation. This 
can reveal important information on the way we perceive 
our environment. The RHI is a visuotactile illusion, in 
which the apparent visual location of a body part induces 
an illusory shift in proprioception. In two experiments 
Kanayama and others (2007, 2009) showed that congruent 
visuotactile stimuli that induced the RHI are associated 
with increased parietal gamma-band power and global 
gamma-band functional connectivity. In addition, two fur-
ther studies revealed reduced central alpha- and beta-band 
power during the perception of the RHI (Evans and Blanke 
2013; Rao and Kayser 2017).

Another prominent illusion is the SIFI. Here, a single 
flash that is accompanied by two rapid sounds is often per-
ceived as two flashes (Shams and others 2000). Mishra 
and others (2007) showed that an increase in poststimulus 
occipital gamma-band power reflects the perception of the 
SIFI (Fig. 3A, left column). In a similar vein, increased 
occipital gamma-band power also reflects the touch-
induced flash illusion, where two rapid tactile stimuli 
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induce the double flash illusion (Lange and others 2011). 
More recently, Balz and others (2016a) investigated the 
role of gamma-band power in the superior temporal gyrus 
(STG) for the SIFI (Fig. 3A, middle column). Using EEG 
and magnetic resonance spectroscopy, the authors showed 
that the perception of the SIFI is correlated with gamma-
band power in the STG. Moreover, the study revealed a 
three-way relationship between the gamma-aminobutyric 
acid (GABA) level in the STG, gamma-band power in the 
STG, and the SIFI illusion rate. It is possible that GABA 
mediates the relationship between gamma-power in the 
STG and the SIFI illusion rate.

Finally, the McGurk illusion involves incongruent 
audiovisual speech, which can be fused into a subjec-
tively congruent audiovisual percept (McGurk and 
MacDonald 1976). By comparing the illusion with trials 
in which the illusion was not perceived, Keil and others 
(2012) found reduced frontal theta-band power following 
perception of the illusion. In other words, increased theta-
band power indexed perceived audiovisual incongruence. 
Morís Fernández and others (2017b) recently showed 
increased central theta-band power following the McGurk 
illusion, as well as incongruent audiovisual stimuli com-
pared with congruent audiovisual stimuli. The authors 
argue that theta-band power is linked to a general-pur-
pose conflict detection mechanism. Similarly, Roa 
Romero and others (2015) compared McGurk illusion tri-
als with congruent audiovisual syllables. The authors 
identified an early and a late stage of audiovisual integra-
tion, which were both marked by stronger poststimulus 
beta-band power decreases in frontoparietal electrodes 
following the illusion. In addition to local power, large-
scale functional connectivity networks appear relevant 

for illusion perception. For example, Kumar and others 
(2016) found increased beta-band global coherence dur-
ing the McGurk illusion.

Taken together, the studies reviewed above show that 
multisensory integration resulting in illusions is associ-
ated with increased perceptual processing, as reflected in 
enhanced gamma-band power and reduced theta-, alpha-, 
and beta-band power. The studies also suggest that 
changes in neural oscillations relate to the varying percep-
tion and are not merely caused by invariant stimulation. 
The involvement of both high- and low-frequency bands 
further indicates that multisensory illusions rely on the 
dynamic interplay of stimulus-driven processing and top-
down control.

Top-Down Control of Multisensory 
Processing
There is ample evidence that top-down control modulates 
neural oscillations and multisensory processing, as well 
as multisensory perception. Recent studies have focused 
on the role of attention and expectations on multisensory 
processing (Macaluso and others 2016). Task demands 
also affect multisensory processing (Auksztulewicz and 
others 2017; Mégevand and others 2013). Moreover, 
fluctuations in ongoing neural oscillations have been 
shown to influence top-down processing and perception 
(Lange and others 2014).

Top-Down Control and Expectations Affect 
Multisensory Processing
In multisensory paradigms, changes in local alpha-band 
power can reflect shifting of attention in space, to one 

Figure 1.  Bottom-up multisensory integration likely involves crossmodal influence between cortical areas, as reflected in low-
frequency power and phase reset. Here, electrodes in auditory cortices, highlighted by the red circle, of an epileptic patient 
implanted with intracranial electrodes show increased ITC (labeled PCI in the color bar) to audiovisual stimulation, relative 
to auditory and visual stimulation alone. The time-frequency representation illustrates the change of ITC over time (x-axis) in 
different frequencies (y-axis). Different colors indicate the difference in ITC following audiovisual and the combined auditory and 
visual stimulation for each time-frequency combination. Lower ITC following audiovisual stimulation is marked in blue, increased 
ITC following audiovisual stimulation is marked in red (adapted from Mercier and others 2015). The right panel illustrates the 
presumed effect of a single visual stimulus (V) on the phase of ongoing neural oscillations in auditory cortical areas (A): A visual 
stimulus leads to a phase alignment of ongoing neural oscillations in auditory cortical areas across trials.
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Figure 2.  (A) Congruent visuotactile motion stimulation is accompanied by enhanced gamma-band power in sensory cortical 
areas. Time-frequency plots depict neural activity in the visual cortex (left column) and right somatosensory cortex (middle 
column), that is, contralateral to the stimulation site, for congruent visuotactile motion stimulation (top row) and incongruent 
motion stimulation (bottom row) (adapted from Krebber and others 2015). The diagram of neural oscillations in the right column 
illustrates the increased gamma-band power in visual and somatosensory cortical areas following congruent (top) and incongruent 
(bottom) visuotactile (VT) stimulation. (B) Perceived synchrony (top row) during audiovisual stimulation is accompanied by 
increased beta-band ITC in visual (left column) and auditory (middle column) electrodes, reflecting activity from auditory and 
visual cortical areas (adapted from Kambe and others 2015). The diagram of neural oscillations in the right column illustrates 
the presumed phase alignment in visual and auditory cortical areas following an audiovisual (AV) stimulus that is perceived as 
synchronous ([AV], top row). By contrast, no phase alignment occurs if the AV stimulus is not perceived as asynchronous ([A]
[V], bottom row).
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sensory modality, or toward specific stimulus features. 
Using visuotactile stimulation, Bauer and others (2012) 
found that top-down attention modulates modality-specific 
frequencies, with alpha-band power decreases, over occipi-
tal cortex and beta-band power decreases over somatosen-
sory cortex. Another study, using an audiovisual 
discrimination task, showed that stimulus relevance modu-
lates stimulus-driven decreases in central and occipital 
alpha- and beta-band power (Barutchu and others 2013). 
Moreover, in an audiovisual task, spatial attention reduced 
contralateral temporal alpha-band power and concurrently 
increased contralateral frontal alpha-band power (Kumagai 
and others 2016). Göschl and others (2015) compared neural 
oscillations in a visuotactile congruence evaluation task and 
a more demanding target detection task. The study revealed 
that alpha- and beta-band power are decreased in the premo-
tor cortex, somatosensory cortex, and supramarginal gyrus, 
in the detection compared with the evaluation task. The 
authors suggested that this observation reflects the higher 
engagement of cortical areas associated with visuotactile 
integration in the more demanding detection task. Together, 

these findings are in agreement with the “gating-by-inhibi-
tion” hypothesis, which posits that oscillatory activity in the 
alpha-band provides an inhibitory mechanism, which 
reduces the processing capacities of a task-irrelevant cortical 
area to optimize performance in active cortical areas (Jensen 
and Mazaheri 2010). Interestingly, the phase of alpha-band 
oscillations can act to temporally organize incoming infor-
mation to prevent information overload (Gips and others 
2016; Ronconi and others 2017). In another EEG study, in 
which intersensory attention and temporal expectations 
were concurrently manipulated, Pomper and others (2015) 
observed modulations of alpha- and beta-band power. The 
authors found that intersensory attention reduces alpha- and 
beta-band power in the visual cortex when subjects attended 
to visual stimuli. Additionally, beta-band power in the 
somatosensory cortex was reduced when attending to tactile 
stimuli. Furthermore, beta- and delta-band modulations in 
the motor and somatosensory cortex reflected temporal 
expectations. In a follow-up examination, Keil and others 
(2016) found that intersensory attention modulates an alpha-
band functional connectivity network, encompassing visual, 

Figure 3.  (A) The perception of the flash illusion is indexed by enhanced gamma-band power. Time-frequency representations 
illustrate the relative change in oscillatory power from baseline for the comparison between illusion and no-illusion trials (adapted 
from Mishra and others 2007, left column; Balz and others 2016a, middle column). The diagram of ongoing neural oscillations 
illustrates the way the perception of the flash illusion is reflected in increased gamma-band power following audiovisual (AV) 
stimulation (right column). (B) Multisensory integration, as examined in the flash illusion, is influenced by alpha- and beta-band 
power. Prior to stimulus onset, beta-band power is increased (left column), and alpha-band power is decreased (middle column) 
when an illusion is subsequently perceived. The time-frequency representations show t-values for the comparison between 
illusion and no-illusion trials (adapted from Keil and others 2014, left column; Lange and others 2013a, middle column). The 
diagram of ongoing neural oscillations illustrates increased beta-band and decreased alpha-band power prior to the perception of 
the illusion (right column).
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somatosensory, and inferior parietal areas. Moreover, tem-
poral expectations modulate a beta-band functional connec-
tivity network, involving visual, parietal, and frontal areas. 
Interestingly, intersensory attention and temporal expecta-
tion both modulated a common theta-band functional con-
nectivity network, encompassing frontal and parietal cortical 
areas. This provides evidence for two distinct modes of 
attention in multisensory processing: a bottom-up driven, 
automatic mode, and a deliberate mode requiring top-down 
control. In accordance with this idea, Keller and others 
(2017) recently showed that alpha-band power is critical for 
selectively ignoring task-irrelevant information, whereas 
theta-band power modulations are associated with divided 
attention, independent of task difficulty. In summary, selec-
tively attending to one constituent of a multisensory stimu-
lus primarily modulates local alpha- and beta-band activity, 
depending on the attended stimulus modality. Moreover, 
divided attention and expectations primarily modulate theta- 
and beta-band oscillations in a more widespread cortical net-
work, presumably reflecting top-down control.

Ongoing Oscillations Shape the Top-Down 
Control on Multisensory Processing

Ongoing fluctuations of neural oscillations, which pre-
sumably reflect changes in cortical excitability (Lange 
and others 2013a), can affect the top-down influence on 
multisensory processing and perception. In an influential 
EEG study, Hipp and others (2011) investigated neural 
coherence in the audiovisual bounce-pass paradigm. 
Therein, two moving vertical bars approach each other, 
overlap, and diverge again. At the point of overlap, a 
sound is presented, resulting in a bistable percept in which 
the bars either appear to pass each other or bounce off 
each other. The authors found that increased coherence in 
two cortical networks predicted an integrated audiovisual 
percept. Beta-band coherence characterized a network 
spanning frontal, parietal, occipitotemporal, and occipital 
cortical areas. Gamma-band coherence marked a second 
network encompassing parietal and temporal cortical 
areas. Hence, this suggests that ongoing fluctuations in 
cortical networks predict multisensory processing.

In an MEG study using audiovisual speech stimuli 
eliciting the McGurk illusion, Keil and others (2012) 
found increased beta-band power in the STG, precuneus, 
and right frontal cortex prior to an integrated audiovisual 
percept. Also, beta-band functional connectivity, involv-
ing temporal, occipital, and frontal areas, was increased 
prior to the perception of the illusion. In another MEG 
study, Keil and others (2014) obtained similar results for 
incongruent audiovisual stimuli eliciting the SIFI. Again, 
increased beta-band power in the STG preceded a multi-
sensory illusion (Fig. 3B, left column). Moreover, alpha- 
and beta-band functional connectivity in a network 
spanning temporal, parietal, and frontal areas 

differentiated between illusory and nonillusory percepts. 
Interestingly, increased beta-band functional connectivity 
between STG and primary auditory cortex was related to 
illusion perception on a single trial level. Using a visuo-
tactile adaptation of the SIFI, Lange and others (2013b) 
found that cortical activity prior to stimulus onset pre-
dicts perception and reflects cortical excitability (Box 1). 
In this study, reduced alpha-band power in visual cortical 
areas and increased gamma-band power in parietal and 
temporal cortical areas preceded the illusion (Fig. 3B, 
middle column). In contrast, Leonardelli and others 
(2015) found increased frontocentral alpha-band power 
as well as increased functional connectivity between 
frontal, parietal, and occipital cortex prior to an inte-
grated, albeit not illusory, visuotactile percept. Moreover, 
a study comparing the perceived simultaneity of asyn-
chronous audiovisual stimuli found increased occipital 
beta- and gamma-band power prior to a simultaneous 
perception (Yuan and others 2016). Recently, Grabot and 
others (2017) showed that alpha-band power in the right 
supramarginal gyrus prior to audiovisual temporal order 
judgments influences the temporal sequencing of events. 
Two studies using the SIFI further highlighted the role of 
low-frequency oscillations for the shaping of audiovisual 
perception (Cecere and others 2015; Keil and Senkowski 
2017). Cecere and others (2015) found a correlation 
between the individual alpha-band frequency and illusion 
rate, which indicates that alpha-band oscillations provide 
a temporal window in which the crossmodal influence 
could induce an illusion. Recently, Keil and Senkowski 
(2017) could replicate the relationship between the indi-
vidual alpha-band frequency and the SIFI perception rate 
and localized this effect to the occipital cortex. Thus, 
these studies suggest that neural oscillations influence 
upcoming multisensory processing. More specifically, 
alpha-band oscillations might indicate excitability in pri-
mary sensory areas and provide windows of opportunity 
for crossmodal influence. Furthermore, increased beta-
and gamma-band power in multisensory cortical areas 
might indicate increased readiness to integrate 
information.

Another approach to examine the role of ongoing 
oscillations for multisensory processing is the modula-
tion of neural activity through electric brain stimulation. 
Underscoring the crucial role of low-frequency oscilla-
tions for crossmodal influence, Cecere and others (2015) 
found that modulating the individual alpha-band fre-
quency using transcranial direct current stimulation mod-
ulated the probability of an illusion perception. Moreover, 
using intracranial electric stimulation, Beauchamp and 
others (2012) found the illusory perception of a phos-
phene only when gamma-band power in the temporopari-
etal junction was present. Interestingly, perturbing this 
area using TMS impaired the SIFI perception (Hamilton 
and others 2013; Kamke and others 2012). Romei and 
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others (2012) showed that TMS-evoked phosphene per-
ception varied with an auditory evoked alpha-band phase, 
thus highlighting the role of multisensory phase reset. 
Hence, these studies suggest a causal relationship between 
ongoing neural oscillations and crossmodal processing, 
as well as perception.

Taken together, top-down processes, such as attention 
and expectations, modulate local cortical activity and func-
tional connectivity networks, thereby orchestrating the 
integration of multisensory stimuli. Local cortical activity 
and activity within functional connectivity networks fluc-
tuate, and the cortical state prior to the presentation of a 
stimulus also predicts multisensory processing and percep-
tion. The studies reviewed above suggest that multisensory 
processing is fostered by (1) increased excitability in pri-
mary sensory areas, (2) enhanced local activity in multi-
sensory cortical areas, and (3) increased functional 
connectivity within distributed cortical networks.

Audiovisual Speech Processing

Recent studies have underlined the importance of rhyth-
mic stimulus properties for auditory perception, espe-
cially speech perception (Henry and Obleser 2012). 
Giraud and Poeppel (2012) proposed that the phase of 
ongoing cortical activity aligns with slow oscillations of 
the speech amplitude envelope, and that this mechanism 
facilitates audiovisual speech processing. Similarly, ges-
tures appear to influence speech perception. Two studies 
found an influence of concurrent gestures on central 
ongoing low-frequency oscillations during audiovisual 
speech perception (Biau and others 2015; He and others 
2015). This influence appears to be augmented by emo-
tional content (Jessen and others 2012). Furthermore, in a 
study comparing temporally aligned and nonaligned 
speech stimuli, Ohki and others (2016) found that the 
coupling between temporal delta-band phase and beta-
band power reflects audiovisual stimulus encoding. 
Another study compared the processing of bisensory 
audiovisual versus unisensory auditory speech stimuli 
(Schepers and others 2013). The authors found suppres-
sion of central beta-band power, which was modulated by 
concurrent noise stimulation. A further study, which 
examined noise during audiovisual speech perception, 
has also highlighted the role of early gamma-band oscil-
lations (Lin and others 2015). The study revealed that 
auditory noise increases early induced and evoked gamma 
power, as well as ITC at frontal electrodes. In addition, a 
more recent MEG study showed that speech encoding, as 
reflected in low-frequency oscillations, varied with the 
signal-to-noise ratio (Giordano and others 2017). 
Importantly, the benefit of seeing a speaker’s mouth 
movements was related to enhanced delta- and theta-band 
functional connectivity between frontal and temporal 

areas. Taken together, the various findings from these 
studies suggest that different frequency bands subserve 
different mechanisms of audiovisual speech processing 
and perception.

The predictive value of input from one sensory modal-
ity, for example, visual input, for the input from another 
modality, for example, auditory input, plays an important 
role in audiovisual speech integration (Fig. 4, upper row). 
The predictive coding hypothesis posits that only unpre-
dicted aspects of a signal are fed forward between cortical 
areas, which reduces redundancy and facilitates stimulus 
processing (Huang and Rao 2011). Hence, predicting 
input from one sensory modality by top-down informa-
tion or concurrent information from another modality 
releases cognitive resources, because only violations of 
the predictions will be processed in further detail. With 
respect to the underlying neural mechanisms, Arnal and 
Giraud (2012) proposed that gamma-band oscillations 
transfer feed-forward information across sensory corti-
ces, whereas beta-band oscillations are involved in top-
down signaling and control.

Similar to nonspeech audiovisual stimuli (section “The 
Role of Stimulus Congruence in Multisensory Processing”), 
the congruence of auditory and visual inputs has a major 
impact on the processing and integration of audiovisual 
speech stimuli. Analyzing congruent and incongruent 
audiovisual speech stimuli, Arnal and others (2011) found 
that incongruent stimuli lead to increased correlations 
between gamma-band ITC, power, and evoked brain activ-
ity, which were absent following congruent stimuli. 
However, the authors did not directly compare neural 
oscillations between congruent and incongruent speech. 
Comparing congruent and incongruent audiovisual speech 
stimuli, Lange and others (2013a) found increased left 
temporoparietal gamma- and beta-band power following 
congruent speech. The authors hypothesized that the 
enhanced gamma- and beta-band power following congru-
ent stimulation reflects evaluation of matching audiovisual 
information. Interestingly, incongruent compared with 
congruent stimulation evoked stronger ERPs and increased 
alpha-band power. This suggests that stimulus processing 
beyond the initial processing of unexpected information is 
gated by alpha-band activity. In another study, Roa Romero 
and others (2015) compared congruent and incongruent 
audiovisual syllables and identified an early and a late 
stage of audiovisual integration. Both processing stages 
were marked by stronger poststimulus frontocentral beta-
band power decreases following the integration of incon-
gruent stimuli to the McGurk illusion (Fig. 4, middle row). 
This finding is in line with a recent multistage model of 
speech perception (Peelle and Sommers 2015). According 
to this model, in a first stage, visual information increases 
the sensitivity to auditory information. In a second stage, 
specific information on the speech content is extracted 
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(Fig. 4, bottom row). In a similar vein, Roa Romero and 
others (2015) proposed that auditory and visual informa-
tion are compared at an early stage and integrated at a later 
stage. Tentative support for this model comes from a 
human intracranial recording study in which Rhone and 
others (2015) investigated the processing stages at which 
visual and auditory speech interact. The authors found that 
high gamma-band power in Heschl’s gyrus did not differ-
entiate between audiovisual speech and nonspeech signals, 
whereas gamma-band power in the STG was enhanced fol-
lowing meaningful audiovisual speech stimuli. Using emo-
tional audiovisual speech stimuli, a combined EEG-fMRI 
study found increased alpha-band power in frontal areas 
following emotionally congruent stimulation (Schelenz 
and others 2013). Interestingly, a recent study examining 
the McGurk illusion also reported stronger central theta-
band power following incongruent compared with congru-
ent audiovisual speech (Morís Fernández and others 
2017b). Frontal theta-band power has been frequently 
associated with cognitive control and mismatch or error 
related-processing (Cavanagh and Frank 2014). Hence, 
enhanced frontal theta-band power for incongruent versus 
congruent audiovisual speech likely reflects crossmodal 
prediction error processing and conflict resolution. 
Supporting the notion of multistage processing, a recent 
fMRI study provides evidence for initial audiovisual con-
flict detection and subsequent resolution of this conflict 
involving frontal cortical areas (Morís Fernández and oth-
ers 2017a).

In summary, recent findings suggest that low- and 
high-frequency oscillations in audiovisual speech percep-
tion subserve distinct functional roles. Whereas violations 
of visual predictions or incongruence between auditory 
and visual stimuli are reflected in gamma-band power, the 
transfer of predictions and the integration of mismatching 
information into a coherent percept seems to be primarily 
reflected in beta-band functional connectivity. Moreover, 
enhancement of frontal theta- and alpha-band power could 
reflect the resolution of audiovisual mismatch and pro-
cessing of audiovisual prediction errors.

An Integrative Framework for 
the Role of Neural Oscillations in 
Multisensory Processing

Based on the outcome of the studies reviewed above, we 
attempt to structure the converging findings into an inte-
grative framework (Fig. 5). Within this framework, we 
propose three complementary mechanisms that shape mul-
tisensory processing: (i) feed-forward–feedback process-
ing, (ii) attention modulation, and (iii) predictive coding. In 
the following we will provide some predictions about the 
role of neural oscillations for the three mechanisms. We 
propose that the three mechanisms can concurrently  affect 

multisensory processing and that the relative involvement 
of each mechanism depends on task demands.

Mechanism (i): The studies reviewed in sections 
“Stimulus-Driven Mechanisms of Multisensory Processing” 
and “Multisensory Illusions” suggest that dynamic feed-for-
ward–feedback processing is primarily reflected in gamma- 
and beta-band power, respectively. During multisensory 
processing, information that is initially processed in unisen-
sory cortical areas is fed forward to higher-order cortical 
areas. In these areas, the information can be integrated with 
sensory input from other modalities. This corresponds to 
the classical feed-forward model of multisensory integra-
tion (Stein and Meredith 1993). Information on stimulus 
congruence is then fed back between higher-order and 
lower-order cortical areas. In addition, information pro-
cessed within one cortical area can modulate ongoing 
activity in another area, for example, through delta- and 
theta-band phase resetting (Fig. 5, left panel).

Mechanism (ii): In tasks requiring top-down control, 
intersensory attention is reflected in local alpha- and beta-
band power, as well as alpha- and beta-band functional 
connectivity networks. The studies reviewed in section 
“Top-Down Control of Multisensory Processing” suggest 
that attention modulates the integration of cortical areas 
into distributed networks via theta-band functional connec-
tivity. Furthermore, ongoing fluctuations of cortical activ-
ity in the alpha- and beta-band likely reflect fluctuations of 
cortical excitability and influence stimulus processing 
(Fig. 5, middle panel).

Mechanism (iii): Information from one sensory modal-
ity generates predictions, which influence information 
processing in another modality. The studies reviewed in 
section “Audiovisual Speech Processing” suggest that 
predictive processing across sensory modalities is 
reflected in low-frequency power in frontal cortical areas, 
and beta-band functional connectivity. Violations of mul-
tisensory predictions are primarily reflected in high-fre-
quency power in sensory cortices. Our proposed third 
mechanism relates to the model for the transfer of top-
down and bottom-up information within the predictive 
coding framework introduced by Arnal and Giraud (2012) 
(Fig. 5, right panel).

Audiovisual Speech Perception as an Example 
Scenario

An example scenario for the information-processing 
cascade is the generation of predictions based on attended 
visual information for an upcoming auditory stimulus 
(Fig. 6). Visual input is processed in primary visual cortex 
as reflected in alpha-, beta-, and gamma-band power. 
Bottom-up information in then transferred to frontal corti-
cal areas as reflected in beta- and gamma-band oscilla-
tions. Based on this information, predictions on upcoming 
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Figure 4.  Audiovisual speech perception involves the coordinated interplay between bottom-up and top-town influences. 
In naturalistic audiovisual speech, visual information precedes the onset of the auditory signal (upper row). Thus, predictions 
regarding the auditory signal can be formed based on visual information. Here, perception of incongruent audiovisual speech 
stimuli resulting in the McGurk illusion was contrasted with perception of congruent audiovisual speech stimuli (middle row). 
Time-frequency plots illustrate the difference in relative change from baseline between congruent and McGurk illusion trials 
for the perception (left column) and integration (right column) stages. The dashed lines mark the time-frequency windows in 
which a significant effect was found (adapted from Roa Romero and others 2015). Audiovisual speech perception and integration 
presumably involves separate processing stages, as illustrated in the bottom row. First, auditory and visual information are 
processed in primary sensory areas and compared. Subsequently, information from both sensory modalities is integrated. In the 
case of incongruent information, both processes require enhanced neural processing resources.
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auditory information are generated involving low-fre-
quency oscillations (Fig. 6, left column). These top-down 
predictions are transferred from frontal cortical areas to 
primary sensory cortices. Therein, theta-band power and 
beta-band functional connectivity presumably play a 
major role. Then, a crossmodal influence from visual to 
auditory cortical regions involving delta- and theta-band 
oscillations can be established to optimally align neural 
oscillations within these regions (Fig. 6, middle column). 
When the auditory stimulus impinges on the system, it is 
processed in the auditory cortex and information is trans-
ferred to higher-order cortical areas, as reflected in 
gamma-band power. There, it is compared to the visual 
stimulus. This comparison presumably involves beta-
band oscillations. In the case of audiovisual congruence, 
processing in primary sensory areas is facilitated. 
However, in the case of audiovisual incongruence, the 
violation of a prediction is fed forward to frontal cortical 
areas. Under specific conditions, such as those eliciting 
the McGurk illusion, processing in frontal cortical areas, 
as reflected in theta-band power, can resolve the incon-
gruence and lead to a fused multisensory percept (Fig. 6, 
right column). The example scenario underlines the com-
plementary roles of the three major mechanisms depicted 
in Figure 5.

Open Questions and Future 
Directions

Predictions for Multisensory Processing

In recent years, the hypothesis that synchronous cortical 
oscillations play a prominent role in unisensory and mul-
tisensory processing has received substantial support 
(Box 2). Current findings further corroborate the idea 
that local oscillations and functional connectivity reflect 
bottom-up as well as top-down influence during multi-
sensory processing. Our integrative framework allows 
the formulation of predictions for various multisensory 
processing scenarios. First, multisensory perception 
requires joint activity of primary sensory and higher-
order cortical areas, whereas crossmodal influence can 
occur directly between sensory cortices. Second, the 
various stages of the information-processing cascade 
underlying multisensory processing are reflected in dis-
tinct spectral signatures. Third, the processing of congru-
ent and incongruent multisensory information requires 
different processing stages, especially when incongruent 
information needs to be resolved into a coherent percept. 
Fourth, low-frequency neural oscillations should not 
only influence audiovisual integration but also the 

Figure 5.  Summary of the framework of multisensory processing. We propose that neural oscillations in different frequency 
bands reflect different aspects of multisensory processing. Here we propose three complementary key mechanisms that shape 
multisensory processing. We hypothesize that the mechanisms can act in parallel and that the relative involvement of each these 
mechanisms depends on task demands. Our framework comprises primary sensory areas (e.g., auditory [A] and visual [V] cortical 
areas), multisensory areas (e.g., the superior temporal gyrus or angular gyrus [M]), and higher order cortical areas (e.g., frontal 
cortical areas [F]). These areas are crucial for the information-processing cascade in multisensory integration and perception. 
Mechanism (i): Feed-forward–feedback multisensory integration. Sensory information is processed in primary sensory cortical 
areas, as reflected in increased theta-, alpha-, and beta-band ITC (grey letters) as well as reduced alpha- and beta-band power, 
and increased local gamma-band power (black letters). The crossmodal influence between primary cortical areas is reflected 
in low-frequency oscillations, such as delta- and theta-band oscillations. Mechanism (ii): Attention modulated multisensory 
integration. Intersensory attention is reflected in local alpha-, beta-, and gamma-band power, as well as alpha- and beta-band 
functional connectivity networks. Top-down attention is reflected in theta-band functional connectivity between frontal and 
sensory areas. Ongoing fluctuations of alpha- and beta-band power presumably reflect fluctuations of cortical excitability, which 
additionally influences multisensory processing. Mechanism (iii): Predictive coding and multisensory integration. Information from 
one sensory modality generates predictions, which influence information processing in other sensory modalities. The top-down 
influence of these predictions from frontal cortical areas to multisensory areas and primary sensory areas is reflected in frontal 
gamma-band ITC (grey letters), theta- and gamma-band power (black letters), and beta-band functional connectivity. Violations of 
predictions are reflected in enhancement of gamma-band power and functional connectivity. δ = delta-band (3–4 Hz); θ = theta-
band (4–8 Hz); α = alpha-band (8–12 Hz); β = beta-band (13–30 Hz); γ = gamma-band (>30 Hz).
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perception of audiovisual synchrony, as well as the 
detection of stimulus asynchronies. Fifth, modulating 
cognitive or attentional load should influence multisen-
sory processing and integration similar to the top-down 
influence in the theta-band.

In this review, we have presented evidence for the 
relevance of different frequency band oscillations for the 
different mechanisms underlying multisensory 
processing. However, our understanding of the putative 
role of cross-frequency coupling during multisensory 
processing is, thus far, relatively poor. Recent evidence 
indicates an influence of cross-frequency coupling for 
delta-band phase and beta-band amplitude (Ohki and oth-
ers 2016). For instance, future studies may address the 
relationships between local theta-band power in frontal 
cortical areas and theta- and beta-band functional connec-
tivity between frontal and sensory cortical areas, espe-
cially with respect to attention and cognitive control. 
Furthermore, the role of cross-frequency coupling for the 
relationships between stimulus-based predictions and 
attention remains unclear. The precise order of activity in 
primary sensory and higher-order cortical areas during 

multisensory processing should be investigated in further 
detail. Recent findings lend support to the idea of tempo-
rally orchestrated processing stages during multisensory 
processing, including predictions and crossmodal com-
parisons (Lange and others 2014; Morís Fernández and 
others 2017b; Roa Romero and others 2015). In future 
research, data from intracranial recordings in humans, 
with high temporal resolution and broad spatial coverage, 
may help shed new light on the precise role of the differ-
ent frequency band activities and their interplay for mul-
tisensory processing.

Implications for the Understanding of 
Psychiatric Disorders

Our integrative framework also has implications for the 
understanding of psychiatric disorders in which aberrant 
multisensory processing has been observed. For example, 
Roa Romero and others (2016a) compared processing of 
the McGurk illusion in patients with schizophrenia and 
healthy control participants. While no group difference 
was found in the early processing stage of the McGurk 

Figure 6.  Audiovisual speech perception as an example of the information processing cascade in multisensory perception. The 
top row illustrates the auditory and visual information, as well as the temporal delay between visual movement information 
and the auditory stream. The bottom row illustrates three different postulated stages of information processing. Left column: 
Predictions on the upcoming auditory stimulus are formed based on visual information on the mouth movements, which are 
processed in primary visual cortex and transferred to frontal cortical areas. Information processing involves alpha-, beta-, and 
gamma-band power, and the information transfer is presumably reflected in beta- and gamma-band oscillations. The formation of 
predictions likely involves theta-band oscillations. Middle column: These predictions are transferred from frontal cortical areas 
to primary sensory cortices, as reflected in theta- and beta-band oscillations. A crossmodal influence from visual to auditory 
cortical regions can be established in the delta- and theta-band to support auditory perception. Right column: When the auditory 
stimulus impinges on the system, it is processed in the auditory cortex and information is transferred to higher-order cortical 
areas, as reflected in gamma-band oscillations. There it is compared to the visual stimulus, which presumably involves beta-band 
oscillations. In the case of audiovisual incongruence, the violation of a prediction is fed forward to frontal cortical areas and the 
incongruence can be resolved to a fused multisensory percept, as reflected in theta-band power.
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illusion, the late processing stage, which was reflected in 
frontal alpha-band modulations, was impaired in the 
patient group. Supporting the role of alpha-band suppres-
sion for audiovisual integration, the authors found a nega-
tive correlation between frontal alpha-band modulations 
and the McGurk illusion rate. Another study focused on 
crossmodal predictions in audiovisual speech processing 
in schizophrenia (Roa Romero and others 2016b). This 
study indicates that audiovisual incongruence detection is 
reflected in enhanced early evoked responses. Moreover, 
the authors found that crossmodal prediction error pro-
cessing involves frontal theta-band oscillations, and that 
this processing is impaired in schizophrenia. These find-
ings suggest processing deficits at multiple stages of the 
multisensory processing cascade. Based on our frame-
work, we predict that patients with schizophrenia suffer 
from deficits in the generation of crossmodal predictions, 
the evaluation of stimulus congruence, and the resolution 
of possible incongruence. The deficits in prediction gen-
eration might be reflected in aberrant gamma-band oscil-
lations, which signal impaired feed-forward processing 
of sensory information. The deficits in stimulus evalua-
tion and integration could be indexed by aberrant frontal 
theta-band oscillations. Further analyses beyond abnor-
mal top-down control as a mechanism for altered multi-
sensory perception in psychiatric disorders should also be 
explored. For example, it would be interesting to examine 
whether the bottom-up driven processing of congruent 
multisensory stimuli, as reflected in increased gamma-
band power, is impaired in schizophrenia. In accord with 
the findings of aberrant crossmodal generation of predic-
tions, we would expect that patients with schizophrenia 
exhibit lower gamma-band power following congruent 
stimulation, which again could reflect impaired feed-for-
ward processing of sensory information. First evidence 
supporting this prediction comes from a recent study by 
Balz and others (2016b). The authors found that aberrant 
beta- and gamma-band oscillations reflect multisensory 
processing deficits in schizophrenia. Taken together, new 
developments in integrative research approaches focus-
ing on local cortical processes and functional connectiv-
ity networks in healthy individuals and in clinical 
populations  will contribute to a deeper understanding of 
the interplay between bottom-up and top-down processes 
during multisensory perception. The studies reviewed 
here suggest that different frequency band oscillations 
subserve distinct but complementary mechanisms that 
orchestrate multisensory processing.

Glossary

In accordance with previous work (Stein and others 
2010), we use the following operational definitions 

throughout this manuscript. Please note that these defini-
tions are not intended to be final.

Bottom-up: Any process that involves mainly stimu-
lus-driven processing.
Top-down: Any process that involves primarily cogni-
tive processes, such as attention, expectations, and 
predictions.
Unisensory stimuli: Stimuli from a single sensory 
modality.
Multisensory stimuli: Two or more modality-specific 
stimuli from different sensory modalities.
Modality-specific stimuli processing: Processing of 
unisensory stimuli in the respective sensory cortical 
areas.
Crossmodal: Any process involving the influence 
from one sensory modality on processing or percep-
tion of another sensory modality.
Multisensory processing: Any process involving the 
simultaneous processing of one or more modality-spe-
cific stimuli from different sensory modalities.
Multisensory integration: Any process involving mul-
tisensory processing, in which the neural response is 
different from responses following the modality-spe-
cific responses.
Crossmodal influence: Any process in which process-
ing of a modality-specific stimulus affects neural 
responses in cortical areas processing a different sen-
sory modality, or the processing of a different modal-
ity specific stimulus.
Multisensory perception: Any process involving 
multisensory integration, in which the neural response 
is different to responses following the modality-spe-
cific responses and which results in a coherent 
percept.
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Notes

1.	 Studies included in this review were identified based on 
a PubMed search conducted on October 11, 2017, using 
the search term “(EEG OR MEG) AND (multisensory 
or crossmodal) AND (“2007/01/01”[Date - Publication]: 
“2017/12/31”[Date - Publication]) NOT review NOT 
(infant OR adolescent) NOT (mouse OR rat)”.

2.	 However, the authors questioned their own results due to a 
possible confounding influence of micro-saccades (Yuval-
Greenberg and others 2008).
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