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Abstract. In this paper we construct a one-parameter family of interpolating multigenerators which generalize the scalar generators constructed in [2] in a natural way. Furthermore we extend this approach to design a family of interpolating orthonormal multigenerators. The construction is based on the factorization techniques introduced in [21].
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1 Introduction

In recent years, wavelet analysis has become a very powerful tool in applied mathematics. Wavelet algorithms have been successfully applied in image/signal analysis/compression as well as in numerical analysis, geophysics, meteorology and in many other fields. Mostly, the interest has centered around the scalar wavelet case, i.e., the signal is analyzed by dilating and translating one mother wavelet. However, in recent studies, it has turned out that this setting very often does not provide enough flexibility in the sense that many desirable features such as smoothness, orthogonality and interpolation properties cannot be achieved at the same time. One possible way out could be to increase flexibility by using multiwavelets, i.e., the signal is analyzed by a family of wavelets. Because of this, multiwavelets have become more and more the center of attraction, see, e.g., [1, 8, 10, 20, 23, 24, 27].

Usually, these multiwavelets are constructed by means of a scaling vector, i.e., by a vector of functions in $L_2$ which satisfies a refinement equation of the form

$$
\Phi(x) = \sum_{k \in \mathbb{Z}} A_k \Phi(2x - k).
$$
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It can be shown that almost all important properties of the scaling vector carry over to the resulting multiwavelets, see Section 2 for details. Consequently, this paper is concerned with the systematic construction of smooth scaling vectors. We are especially interested in scaling vectors satisfying additional properties such as interpolation requirements

\[ \Phi \left( \frac{n}{2} \right) = \begin{pmatrix} \delta_{0,n} \\ \delta_{1,n} \end{pmatrix}. \]  

(2)

For several reasons, scaling vectors satisfying (2) have become of increasing interest. For instance, they provide a Shannon-like sampling theorem, see Section 2 for details. In many applications such as, e.g., image denoising also orthonormality is very useful. Therefore another important issue we are concerned with is the construction of orthonormal scaling vectors and multiwavelets, especially in the context of interpolation.

In [29], it was shown that the Haar function is the only compactly supported scalar generator which is as well orthonormal as interpolating. But these restrictions vanish if we switch over to the vector case. Therefore it turns out that the flexibility of multiwavelets can indeed be used to satisfy several remarkable properties at the same time.

A commonly used way to construct (scalar) scaling functions is to convolve a cardinal B-spline with a refinable distribution which enforces the desired additional properties such as orthogonality or interpolation. This is performed in the Fourier domain by multiplying the corresponding symbols, cf. [2, 3]. The generalization of this approach to the vector case is rather difficult due to the more complex algebraic structure. In this case the B-spline part of the symbol in the construction is replaced by the so-called Plonka factorization, see [21]. As shown in Section 3, applying the interpolation property to this factorization yields a one-parameter family of interpolating scaling vectors which appears as a natural generalization of (univariate versions of) the scalar functions in [2]. A similar approach has been derived in [4], where the Plonka factorization is used for the characterization of biorthogonal finite impulse response multfilter banks with a specific interpolation property adapted to signal processing.

By extending our construction in Section 4 we also obtain a whole family of interpolating orthonormal scaling vectors which possess some nice additional properties such as compact support and approximation power. This family also contains the scaling vectors constructed by Selesnick in [26], where the Plonka factorization is substituted by the notion of balancing. We show in Section 4.3 that interpolating scaling vectors which provide a certain approximation order are also balanced.

One of the main goals of this paper is to provide a very systematic approach which allows to interpret all the necessary building blocks such as balancing, approximation order, interpolation and so on in a unified framework and which is based on a sound mathematical foundation. This is especially important when it comes to generalizations to higher dimensions. As e.g., there already exist generalizations of the sum rules associated to the Plonka factorizations (cf. [14]),
the extension of our approach seems to be very promising. This will be studied in a forthcoming paper.

2 Preliminaries

In this section we fix some notations and state some propositions needed throughout this paper.

An \( r \)-scaling vector \( \Phi := (\phi_0, \ldots, \phi_{r-1})^T \), \( r > 0 \), is a vector of \( L_2(\mathbb{R}) \)-functions which satisfies a matrix refinement equation

\[
\Phi(x) = \sum_{k \in \mathbb{Z}} A_k \Phi(2x - k)
\]

(3)

with the mask \( A := (A_k)_{k \in \mathbb{Z}} \) of real \( r \times r \) matrices. The length of \( A \) is defined by

\[
l(A) := \min \{|R - L| : \{k : A_k \neq 0\} \subset [L, R]\}.
\]

Applying the Fourier transform component-wise to equation (3) yields

\[
\hat{\Phi}(\omega) = \frac{1}{2} A \left( e^{-i\omega/2} \right) \hat{\Phi} \left( \frac{\omega}{2} \right)
\]

(4)

with the symbol

\[
A(z) := \sum_{k \in \mathbb{Z}} A_k z^k, \quad z \in \mathbb{T},
\]

where \( \mathbb{T} \) denotes the complex unit circle

\[
\mathbb{T} = \{ z \in \mathbb{C} \mid z = e^{-i\omega}, \omega \in \mathbb{R} \}.
\]

In general, \( r \)-scaling vectors are used to construct \( r \)-multiwavelets, i.e., vectors \( \Psi := (\psi_0, \ldots, \psi_{r-1})^T \) of \( L_2(\mathbb{R}) \)-functions for which

\[
\left\{ \psi_0 \left( 2^j \cdot -k \right), \ldots, \psi_{r-1} \left( 2^j \cdot -k \right) \mid j, k \in \mathbb{Z} \right\}
\]

forms a (Riesz) basis of \( L_2(\mathbb{R}) \). This is performed by means of a multiresolution analysis, i.e., we assume that the spaces

\[
V_j = \text{span} \{ \phi_\rho(2^j \cdot -k), k \in \mathbb{Z}, 0 \leq \rho < r \}
\]

(5)

form a nested sequence \( (V_j)_{j \in \mathbb{Z}} \) of shift-invariant closed subspaces of \( L_2(\mathbb{R}) \) with

\[
\bigcup_{j \in \mathbb{Z}} V_j = L_2(\mathbb{R}) \quad \text{and} \quad \bigcap_{j \in \mathbb{Z}} V_j = \{0\}.
\]

Then we have to find \( \Psi \) such that the translates of dilated versions of the component functions \( \psi_\rho, 0 \leq \rho < r \), span an algebraic complement of \( V_j \) in \( V_{j+1} \). It follows that \( \Psi \) can be represented as

\[
\Psi(x) = \sum_{k \in \mathbb{Z}} B_k \Phi(2x - k)
\]
with real $r \times r$ matrices $B_k$, see [3, 18] (scalar case) and [7] (vector case) for details. By applying the Fourier transform to this equation we obtain

$$\hat{\Psi}(\omega) = \frac{1}{2}B \left( e^{-i\frac{\omega}{2}} \right) \hat{\phi} \left( \frac{\omega}{2} \right)$$

with the symbol

$$B(z) := \sum_{k \in \mathbb{Z}} B_k z^k, \quad z \in \mathbb{T}.$$

Many fundamental properties of the solution of the matrix refinement equation (3) can be characterized in terms of the symbol. For our purposes, especially the following conditions for compact support and $L_2$-stability, given in [24], are relevant.

**Lemma 2.1.** The matrix refinement equation (3) has a compactly supported distributional solution $\Phi$ if and only if $A(1)$ has an eigenvalue of the form $2^n, n \in \mathbb{N} \setminus \{0\}$.

**Lemma 2.2.** If $\Phi$ is a compactly supported, $L_2$-stable solution vector of (3), then $A(1)$ has a simple eigenvalue 2 and the moduli of all its other eigenvalues are less than 2.

In this context $\Phi$ is said to be $L_2$-stable if there are constants $0 < A \leq B < \infty$, such that

$$A \sum_{\rho=0}^{r-1} \|c_\rho\|_{\ell_2}^2 \leq \| \sum_{\rho=0}^{r-1} \sum_{k \in \mathbb{Z}} \tau_{\rho,k} \phi_\rho(\cdot - k) \|_{L_2} \leq B \sum_{\rho=0}^{r-1} \|c_\rho\|_{\ell_2}^2$$

holds for any sequences $c_\rho = (c_{\rho,k})_{k \in \mathbb{Z}} \in \ell_2(\mathbb{Z}), \rho = 0, \ldots, r - 1$.

For the case $r = 2$ an interpolation property similar to the scalar case can be defined. A continuous 2-scaling vector $\Phi$ is called interpolating if for $\rho \in \{0, 1\}$ $\Phi$ satisfies

$$\phi_\rho \left( \frac{n}{2} \right) = \delta_{\rho,n} = \begin{cases} 0, & \text{if } n \in \mathbb{Z} \setminus \{\rho\} \\ 1, & \text{if } n = \rho. \end{cases} \quad (6)$$

Interpolating scaling vectors satisfy a Shannon–like sampling theorem, i.e., for any function $f \in \text{span}\{\phi_0(\cdot - k), \phi_1(\cdot - l)\}$ the equation

$$f(x) = \sum_{k \in \mathbb{Z}} f(k)\phi_0(x - k) + f(k + 1/2)\phi_1(x - k)$$

holds. Note that for compactly supported $\Phi$ the interpolation property already implies (algebraically) linearly independent translates, i.e., for $(v_k)_{k \in \mathbb{Z}} := ((c_k, d_k))_{k \in \mathbb{Z}}$ with $c_k, d_k \in \mathbb{C}$ it holds that

$$\sum_{k \in \mathbb{Z}} v_k \Phi(x - k) = 0 \implies v_k = 0 \text{ for all } k \in \mathbb{Z}.$$

The simplest examples of interpolating 2-scaling vectors stem from interpolating scaling functions. Suppose $\phi$ is a scaling function with symbol $b(z)$, given by the Fourier transformed refinement equation

$$\hat{\phi}(\omega) = \frac{1}{2} b \left( e^{-i\frac{\omega}{2}} \right) \hat{\phi} \left( \frac{\omega}{2} \right).$$
Then \( \Phi(x) := (\phi(2x), \phi(2x + 1))^T \) is always a 2-scaling vector with symbol

\[
A(z) = \begin{pmatrix}
b^0(z) & b^1(z) \\
z b^0(z) & z b^1(z)
\end{pmatrix}.
\]

(7)

Here \( b^0, b^1 \) denote the subsymbols of \( \phi \), defined by

\[
b^0(z) := \sum_{k \in \mathbb{Z}} b_{2k} z^k,
\]

\[
b^1(z) := \sum_{k \in \mathbb{Z}} b_{2k+1} z^k,
\]

(8)

so that \( b(z) = b^0(z^2) + z b^1(z^2) \) holds. Note that this reinterpretation of \( \phi \) preserves interpolation properties.

Besides interpolation, one of the most desired properties of scaling functions is orthonormality. A scaling vector \( \Phi \) is called orthonormal, if its integer translates are orthonormal, i.e.,

\[
\langle \phi_\rho, \phi_\mu(-k) \rangle = \delta_{0,k} \delta_{\rho,\mu}, \quad 0 \leq \rho, \mu < r, \quad k \in \mathbb{Z},
\]

where \( \langle \cdot, \cdot \rangle \) denotes the usual \( L_2 \)-inner product. For an orthonormal scaling vector the symbol has to satisfy

\[
I_r = \frac{1}{4} \left( A(z) A(z)^T + A(-z) A(-z)^T \right),
\]

(9)

where \( I_r \) denotes the \( r \)-dimensional unit matrix, see [22] for details.

Another important property of a wavelet or multiwavelet basis is its approximation order \( m \), i.e., for \( f \in H^m \) one has Jackson’s inequality

\[
\inf_{g \in V_j} \{ \| f - g \|_{L_2} \} \leq C 2^{-jm} \| f \|_{H^m}
\]

with \( V_j \) as in (5). In the scalar case \( r = 1 \) approximation order \( m \) is connected with a specific factorization of the symbol. Plonka has shown in [21] that this holds for the case \( r > 1 \) as well, see also [1]. Let \( D \) denote the differential operator with respect to \( \omega \) in terms of \( z = e^{-i\omega} \), i.e., \( D A(e^{-i\omega}) := \left( \frac{d}{d\omega} A(e^{-i\omega}) \right)(\omega) \).

**Theorem 2.1 (Plonka).** Let \( \Phi \) be a compactly supported \( r \)-scaling vector, and let \( \{ \phi_\rho(\cdot - n) : n \in \mathbb{Z}, \rho = 0, \ldots, r - 1 \} \) form a (algebraically) linearly independent basis of their closed linear span. Then \( \Phi \) provides approximation order \( m \) if and only if the symbol \( A(z) \) of \( \Phi \) satisfies the following conditions:

The elements of \( A(z) \) are Laurent polynomials, and there are vectors \( y_k \in \mathbb{R}^r, y_0 \neq 0, k = 0, \ldots, m - 1 \), such that for \( n = 0, \ldots, m - 1 \)

\[
\sum_{k=0}^n \binom{n}{k} (y_k)^T (2i)^{k-n} \left( D^{n-k} A \right)(1) = 2^{1-n} (y_n)^T,
\]

\[
\sum_{k=0}^n \binom{n}{k} (y_k)^T (2i)^{k-n} \left( D^{n-k} A \right)(-1) = 0^T
\]

(10)
holds. Furthermore there exist matrices $C_k$, $k = 0, \ldots, m - 1$, such that $A(z)$ factorizes like
\[
A(z) = \frac{1}{2^{m-1}}C_0(z^2) \cdots C_{m-1}(z^2)A_m(z)C_{m-1}^{-1}(z) \cdots C_0^{-1}(z),
\]
where $A_m(z)$ is a suitable matrix with Laurent polynomials as entries.

The equations (10) are some of the main ingredients for our construction. They are called sum rules of order $m$ and were also obtained by Heil et al. in [9].

### 3 Interpolating scaling vectors with arbitrary approximation order

The aim of this section is a systematical symbol–based construction of compactly supported interpolating 2–scaling vectors providing a high approximation order.

Under the interpolation condition (6) the symbol $A(z)$ of $\Phi$ has to fulfill some necessary conditions. Inserting the refinement equation (3) into (6) and using the coefficient matrices
\[
A_k := \begin{pmatrix} a_k^{00} & a_k^{01} \\ a_k^{10} & a_k^{11} \end{pmatrix},
\]
leads to
\[
a_k^{00} = \delta_{\rho,k}.
\]
Thus $A(z)$ has to be of the form
\[
A(z) = \begin{pmatrix} 1 & a_0(z) \\ z & a_1(z) \end{pmatrix}, \quad z \in \mathbb{T},
\]
with entries
\[
a_\rho(z) := \sum_{k \in \mathbb{Z}} a_k^{\rho1} z^k, \quad \rho \in \{0, 1\}.
\]

This specific form of the symbol leads to remarkable simplifications concerning its Plonka–factorization and the corresponding sum rules.

**Theorem 3.1.** Let $\Phi$ be a compactly supported interpolating 2–scaling vector with symbol $A(z)$ as in (12). For $n \geq 0$ and $\rho \in \{0, 1\}$ define the functions
\[
a_\rho^{(n)}(z) := \begin{cases} a_\rho(z) & \text{if } n = 0, \\ \sum_{k \neq 0} k^n a_k^{\rho1} z^k & \text{else}. \end{cases}
\]

Then $\Phi$ provides approximation order $m$ if and only if $a_0(z)$ and $a_1(z)$ are Laurent polynomials and for $n = 0, \ldots, m - 1$ the equations
\[
2^{1-n} = (-1)^n a_0^{(n)}(1) + \sum_{k=0}^{n} \binom{n}{k} (-1)^{n-k} a_1^{(n-k)}(1)
\]
\[
0 = (-1)^n a_0^{(n)}(-1) + \sum_{k=0}^{n} \binom{n}{k} (-1)^{n-k} a_1^{(n-k)}(-1)
\]

(13)
hold.

Proof. As stated above, the interpolation property implies linearly independent translates, therefore the hypotheses of Theorem 2.1 are satisfied. In the following we show the equivalence of the sum rules (10) and the equations (13). For $n \geq 0$ the derivatives $D^n A(z)$ have the form

$$D^n A(z) = \begin{pmatrix} 0 & (-i)^n a_0^{(n)}(z) \\ (-i)^n z & (-i)^n a_1^{(n)}(z) \end{pmatrix}. $$

With $y_n := (u_n, v_n)^T$ the first columns of the equations (10) are equivalent to

$$2^{1-n} u_n = u_n + \sum_{k=0}^{n} \binom{n}{k} (-2)^{k-n} v_k$$

$$0 = u_n - \sum_{k=0}^{n} \binom{n}{k} (-2)^{k-n} v_k. $$

By induction we obtain

$$y_n = u_0 \left( \frac{\delta_{0,n}}{2^n} \right)$$

with some $u_0 \neq 0$. The second columns of the equations (10) are equivalent to

$$2^{1-n} v_n = \sum_{k=0}^{n} \binom{n}{k} (2i)^{k-n} \left( (-i)^{-k} u_0 a_0^{(n-k)}(1) + (-i)^{-k} v_k a_1^{(n-k)}(1) \right)$$

$$0 = \sum_{k=0}^{n} \binom{n}{k} (2i)^{k-n} \left( (-i)^{-k} u_0 a_0^{(n-k)}(-1) + (-i)^{-k} v_k a_1^{(n-k)}(-1) \right).$$

Applying (14) we obtain (13).

Remark. The corresponding factorization matrices $C_n$ have the form

$$C_n(z) = \left( \frac{1}{2u_0} \right)^{\delta_{0,n}} \begin{pmatrix} 2 & -2 \\ -2z & 2 \end{pmatrix},$$

see [21] for details concerning their construction.

The eigenvalue properties of $A(z)$ required for compact support and $L^2$-stability of $\Phi$ by Lemma 2.1 and Lemma 2.2 are likewise simplified by the specific structure of $A(z)$. To provide a simple eigenvalue 2 for $z = 1$ the entries of $A(z)$ have to satisfy

$$a_0(1) + a_1(1) = 2$$

which corresponds to the first equation in (13) with $n = 0$. The second eigenvalue $\lambda$ of $A(1)$ is given by

$$a_0(1) = (\lambda - 1)(\lambda - a_1(1)).$$

Based on the fundamental relationships (12)–(13) we suggest the following construction. The examples obtained by this procedure are one-parameter families of interpolating 2-scaling vectors $m F_\alpha$ with approximation order $l(A) - 1$. The corresponding symbols $m A_\alpha(z)$ are generated as follows:
• Start with a mask of length $m + 1$ by defining general symbol entries of equal degree

$$a_\rho(z) := \sum_{k=\nu}^{\nu+m} a_k^{(\rho)} z^k, \quad \rho \in \{0, 1\}, \nu \in \mathbb{Z},$$

i.e., there are $2(m + 1)$ degrees of freedom. Centering the coefficients around $a_0^{(\rho)}$ seems to provide the highest regularity, therefore $\nu = -\lceil \frac{m}{2} \rceil$ is chosen.

• Apply the eigenvalue conditions (16) and (17) to the symbol. We chose $a_\rho(1) = 1, \rho = 0, 1$, which corresponds to the eigenvalues 2 and 0 of $A(1)$. Now we are left with $2m$ degrees of freedom.

• For $n = 0, \ldots, m - 1$ apply the factorization conditions (13). Finally one degree of freedom remains because of the redundancy produced by the conditions (16) and (13). This remaining parameter will be denoted by $\alpha$.

Different methods of solving the above equations can lead to different scaling vectors $m \Phi_\alpha$ for the same value of $\alpha$, depending on the remaining free variable. The parameter $\alpha$ can be used to optimize the regularity of $m \Phi_\alpha$.

4 Interpolating orthonormal scaling vectors

4.1 Construction

In this section we construct interpolating 2-scaling vectors which are also orthonormal by extending the construction method obtained in the previous section. So, first of all, we have to develop applicable orthonormality conditions in terms of the symbol entries $a_0(z)$ and $a_1(z)$.

**Theorem 4.1.** Let $\Phi$ be a compactly supported interpolating 2-scaling vector with symbol

$$A(z) = \begin{pmatrix} 1 & a_0(z) \\ z & a_1(z) \end{pmatrix}, \quad a_0(z) \neq z^\nu, \, nu \in \mathbb{Z}.$$  

If $\Phi$ is also orthonormal, then the symbol entries $a_0(z)$ and $a_1(z)$ have to satisfy

$$2 = |a_0(z)|^2 + |a_0(-z)|^2$$  

and

$$a_1(z) = \pm z^{2\kappa+1} \bar{a_0(-z)}, \quad \kappa \in \mathbb{Z},$$  

with

$$a_0(z) = \sum_{k=M}^{N} a_k z^k, \quad M, N \in \mathbb{Z}, \quad N - M \Odd.$$
Proof. Inserting (12) into (9) leads to
\begin{align}
2 &= |a_0(z)|^2 + |a_0(-z)|^2 \\
2 &= |a_1(z)|^2 + |a_1(-z)|^2 \\
0 &= a_0(z)a_1(z) + a_0(-z)a_1(-z)
\end{align}
for all \( z \in \mathbb{T} \). Because of \( \Phi \) being compactly supported and also orthonormal, the symbol entries \( a_\rho(z), \rho = 0,1 \), have to be Laurent polynomials, i.e.,
\[
a_\rho(z) = \sum_{k=M_\rho}^{N_\rho} a_{\rho}^{(k)} z^k, \quad M_\rho, N_\rho \in \mathbb{Z}, \quad M_\rho \leq N_\rho,
\]
with \( a_{N_\rho}^{(0)} \neq 0 \) and \( a_{M_\rho}^{(\rho)} \neq 0 \). Therefore there exist polynomials \( \tilde{a}_\rho(z), \tilde{a}_\rho(z) \) with
\[
a_\rho(z) = z^{M_\rho} \tilde{a}_\rho(z), \quad a_\rho(z^{-1}) = z^{-N_\rho} \tilde{a}_\rho(z), \quad \rho = 0,1.
\]
The coefficients of \( a_\rho(z) \) are real and \( z \) is contained in the unit circle, therefore \( \tilde{a}_\rho(z) = a_\rho(z^{-1}) \). Thus (20) is equivalent to
\[
\tilde{a}_0(z) \tilde{a}_0(z) + (-1)^{M_0-N_0} \tilde{a}_0(-z) \tilde{a}_0(-z) = 2z^{N_0-M_0}.
\]
Consisting of polynomials only, this equation holds for all \( z \in \mathbb{C} \) and implies for the greatest common divisor of \( \tilde{a}_0(z) \) and \( \tilde{a}_0(-z) \)
\[
\text{GCD}(\tilde{a}_0(z), \tilde{a}_0(-z)) = 1.
\]
Furthermore, \( N_0 - M_0 \) is odd, because
\[
\tilde{a}_0(0) = a_{M_0}^{(0)} \neq 0.
\]
With the above notation equation (22) is equivalent to
\[
\tilde{a}_0(z) \tilde{a}_1(z) = -(-1)^{M_0-N_1} \tilde{a}_0(-z) \tilde{a}_1(-z),
\]
which also holds for all \( z \in \mathbb{C} \). Comparing the linear factors of the polynomials on both sides, we obtain that \( \tilde{a}_1(z) \) has to contain the linear factors which are contained in \( \tilde{a}_0(-z) \) and which are not contained in \( \tilde{a}_0(z) \). Therefore \( \tilde{a}_1(z) \) has to be of the form
\[
\tilde{a}_1(z) = \frac{\tilde{a}_0(-z)}{\text{GCD}(\tilde{a}_0(z), \tilde{a}_0(-z))} p(z) = \tilde{a}_0(-z) p(z)
\]
with a polynomial \( p(z) \). Applying this to (22) yields
\[
p(z) = -(-1)^{M_0-N_1} p(-z)
\]
and by equation (21) there exists a \( k \in \mathbb{Z} \) such that
\[
p(z) = \pm z^{N_1-M_0+2k+1}.
\]
But because of \( \tilde{a}_1(0) = a_{N_1}^{(1)} \neq 0 \) equation (23) yields \( p(z) \equiv \pm 1 \) and \( N_1 - M_0 \) is odd. Therefore \( a_1(z) \) has to be of the form
\[
a_1(z) = \pm z^{N_1-M_0} a_0(-z) = \pm z^{2k+1} a_0(-z).
\]
Remark. If \( a_0(z) \) is a (Laurent-) monomial, then due to the above equations the same holds for \( a_1(z) \) with
\[
a_0(z) = z^\nu, \quad a_1(z) = z^{\nu+2\kappa+1}, \quad \nu, \kappa \in \mathbb{Z}.
\]
By Theorem 1.2 in [5] the corresponding scaling vector is of Haar-type, i.e., it is the characteristic function of a self-affine multi-tiling. Therefore this scaling vector can not even be continuous.

The next step is to find a more applicable version of condition (18). First of all, similar to the construction of orthonormal wavelets in [3], we represent \( |a_0(z)|^2, \quad z = e^{-i\omega}, \) as a polynomial in \( \sin^2 \frac{\omega}{2} \)
\[
|a_0(e^{-i\omega})|^2 = P \left( \sin^2 \frac{\omega}{2} \right).
\]
Then equation (18) transforms to
\[
2 = P \left( \sin^2 \frac{\omega}{2} \right) + P \left( 1 - \sin^2 \frac{\omega}{2} \right) = \sum_{k=0}^{N-M} p_k \left( \sin^2 \frac{\omega}{2} \right)^k
\]
and we obtain
\[
p_k = 2\delta_{0,k}, \quad k = 0 \ldots N - M.
\]
A simple computation yields the following corollary.

**Corollary 4.1.** Let \( a_0(z) \) be a Laurent polynomial defined on the unit circle
\[
a_0(z) = \sum_{k=M}^{N} a_k z^k, \quad z \in \mathbb{T}.
\]
Then, with \( K := N - M \), equation (18) is equivalent to
\[
(a_M, \ldots, a_N) M_k \begin{pmatrix} a_M \\ \vdots \\ a_N \end{pmatrix} = \delta_{0,k} \quad \text{for} \quad k = 0, \ldots, \left[ \frac{K}{2} \right], \quad (24)
\]
with \((K + 1) \times (K + 1)\) matrices
\[
M_k := \sum_{n=k}^{[K/2]} \begin{pmatrix} 0 & I_{K-2n+1} \\ 0 & 0 \end{pmatrix} 
\]
and
\[
c_{n,k} := 2^{\delta_{0,k}(1-\delta_{n,0})} \sum_{i=0}^{n-k} \sum_{j=1}^{n} \binom{2n}{2j} \binom{j}{j-i}.
\]
As stated above, linearly independent translates of a scaling vector are implied by the interpolation property. Thus applying the orthonormality condition (19) to the sum rules (13) yields:
Corollary 4.2. With the notations and conditions of Theorem 4.1 the $2$–scaling vector $\Phi$ provides approximation order $m$ iff for $n = 0, \ldots, m - 1$ the mask coefficients of the symbol entry $a_0(z)$ satisfy

$$
2^{-n} = \sum_k (-2k)^n a_{2k} - \sum_k (2(k - \kappa) + 1)^n a_{2k+1}
$$

$$
2^{-n} = \sum_k (-2k - 1)^n a_{2k+1} + \sum_k (2(k - \kappa))^n a_{2k}.
$$

(25)

Note that the sum rules of order one together with the orthonormality condition (19) already imply that $A(1)$ has the eigenvalues 2 and 0.

Based on these corollaries we suggest the following construction principle for the symbol $A(z)$ of an orthonormal interpolating $2$–scaling vector:

- Start with a first symbol entry $a_0(z)$ with an even number of coefficients

$$
a_0(z) := \sum_{k=-n+\nu}^{n+1+\nu} a_k z^k, \quad \nu \in \mathbb{Z},
$$

by choosing the length $2n$ of $(a_k)_{k \in \mathbb{Z}}$. Again, centering the coefficients around $a_0$ seems to provide the highest regularity, therefore $\nu = 0$ is chosen.

- By equation (19) the second symbol entry $a_1(z)$ has to be of the form

$$
a_1(z) := \pm z^{2\kappa+1} a_0 (-z^{-1}).
$$

It turns out that the choice $\kappa = 0$ and a positive sign provide the highest regularity and the shortest support. Now we have $2n$ degrees of freedom.

- Apply the orthonormality condition (24) to the coefficient sequence $(a_k)_{k \in \mathbb{Z}}$. Then we are left with $n$ degrees of freedom.

- Finally, apply the sum rules (25) up to the highest possible order to the coefficient sequence $(a_k)_{k \in \mathbb{Z}}$.

The symbols being constructed in this way correspond to $2$–scaling vectors supported on the interval $[-n, n+1]$. But, as the applied conditions are just necessary, we have to check whether the scaling vectors really possess the desired properties or not. As stated above, the interpolation property implies linearly independent translates. Jia and Micchelli have shown in [11] that for a compactly supported scaling vector linear independence implies $L_p$–stability. By Theorem 5 in [24] and Theorem 6 in [22] it follows that the above conditions combined with stability imply orthonormality. This was also proven in [27]. Therefore, to ensure that the constructed scaling vectors do possess the desired properties, we just have to check if they are interpolating.
4.2 Construction of multiwavelets

In the scalar case the construction of wavelets corresponding to orthonormal scaling functions is by now well-understood due to the pioneering work of [3]. All possible wavelets are related to a canonical wavelet, which is completely determined by the symbol of the scaling function, see, e.g., [3]. In the vector case the situation is more involved, therefore we have to go into some details. First of all we have to introduce some notations.

The polyphase matrix of an \( r \)-scaling vector \( \Phi \) is the \( r \times 2r \) matrix
\[
P(z) := \frac{1}{\sqrt{2}} \begin{pmatrix} A_0(z) & A_1(z) \end{pmatrix},
\]
consisting of the subsymbols of \( \Phi \), defined by
\[
A_\rho(z) = \sum_{k \in \mathbb{Z}} A_{2k+\rho} z^k, \quad \rho = 0, 1,
\]
where \( (A_k)_{k \in \mathbb{Z}} \) denotes the mask of \( \Phi \), compare with (8). It was shown in [6, 7] that the construction of an \( r \)-multiwavelet \( \Psi \) corresponding to an orthonormal \( r \)-scaling vector \( \Phi \) can be reduced to the problem of extending the polyphase matrix \( P(z) \) of \( \Phi \) to an quadratic matrix \( Q(z) \), such that \( Q(z) \) is unitary for all \( z \in \mathbb{T} \). Then the symbol \( B(z) \) of a corresponding \( r \)-multiwavelet \( \Psi \) is given by
\[
B(z) := B_0 \left( z^2 \right) + z B_1 \left( z^2 \right),
\]
where \( B_0(z) \) and \( B_1(z) \) are submatrices of \( Q(z) \), i.e.,
\[
Q(z) = \frac{1}{\sqrt{2}} \begin{pmatrix} A_0(z) & A_1(z) \\ B_0(z) & B_1(z) \end{pmatrix}.
\]

Since there might exist several unitary extensions, the construction of multiwavelets is by no means unique. For compactly supported \( r \)-scaling vectors an effective algorithm for the extension of \( P(z) \) has been given in [15]. Most of the examples of multiwavelets shown in this paper are obtained by an application of this algorithm.

If a \( 2 \)-multiwavelet corresponding to a compactly supported interpolating and orthonormal \( 2 \)-scaling vector \( \Phi \) is desired to be also interpolating, i.e.,
\[
\Psi \left( \frac{n}{2} \right) = \left( \delta_{0,n} \quad \delta_{1,n} \right),
\]
then our construction leaves us much less freedom in the sense that the symbol \( B(z) \) of \( \Psi \) is completely determined by the symbol \( A(z) \) of \( \Phi \). The following corollary of Theorem 4.1 has already been derived in [26] but without a proof. For the reader’s convenience we sketch the proof in our setting.
Corollary 4.3. The symbol $B(z)$ of an interpolating multiwavelet corresponding to a compactly supported interpolating and orthonormal 2-scaling vector with symbol $A(z)$ as in Theorem 4.1 has to satisfy

$$B(z) = \begin{pmatrix} 1 & -a_0(z) \\ z & -a_1(z) \end{pmatrix}, \quad z \in \mathbb{T}.$$ 

Proof. Due to the interpolation property $B(z)$ has to be of the form

$$B(z) = \begin{pmatrix} 1 & b_0(z) \\ z & b_1(z) \end{pmatrix}, \quad z \in \mathbb{T},$$

with Laurent series $b_0(z), b_1(z)$. Applying (26) a direct computation shows that the unitarity of $Q(z)$ is equivalent to the unitarity of the matrix

$$\frac{1}{2} \begin{pmatrix} A(z) & A(-z) \\ B(z) & B(-z) \end{pmatrix}.$$ 

This leads to

$$-2 = a_\rho(z)\overline{b_\rho(z)} + a_\rho(-z)\overline{b_\rho(-z)}$$

$$0 = a_\rho(z)b_{1-\rho}(z) + a_\rho(-z)b_{1-\rho}(-z)$$

$$2 = |b_\rho(z)|^2 + |b_\rho(-z)|^2$$

for $\rho = 0, 1$. Following the lines of the proof of Theorem 4.1 we obtain

$$b_0(z) = -a_0(z) \quad \text{and} \quad b_1(z) = -a_1(z).$$

4.3 Balancing

For application purposes the reproduction of polynomials by scaling vectors and the vanishing moments of the corresponding multiwavelets play a crucial role. In the continuous setting these properties are closely related to approximation order. Unfortunately in the vector case, unlike the scalar case, these properties are not carried forward to the filter banks associated with scaling vectors. So the corresponding discrete multiwavelet transform lacks some important characteristics, see [16] and [25] for details. To bypass this problem Lebrun and Vetterli introduced the notion of balancing, cf. [16, 17].

Definition 4.1. An orthonormal 2-scaling vector is called balanced of order $m$, if the corresponding subdivision operator $S_A$, defined by

$$S_A v(\alpha) := \sum_{\beta \in \mathbb{Z}} v_\beta a_{\beta-2\alpha} \quad \text{for} \ v \in \ell^1(\mathbb{Z}), \ \alpha \in \mathbb{Z},$$
preserves the sequence
\[ u_n := \begin{pmatrix} (2k)^n \\ (2k+1)^n \end{pmatrix} \quad \text{for } k \in \mathbb{Z}, \]
for all \( n = 0, \ldots, m - 1 \), i.e.,
\[ S_A u_n^T = 2^{-n} u_n^T. \]

In the following we will show that the interpolation property already implies balancing of an order equal to the approximation order. Therefore we need the following theorem which was proven in [17].

**Theorem 4.2.** An orthonormal 2–scaling vector is balanced of order \( m \) iff \( A(z) \) can be factorized as
\[
A(z) = \frac{1}{2^{m-1}} T^m(z^2) A_m(z) T^{-m}(z) \tag{27}
\]
with
\[
A_m(z) \begin{pmatrix} 1 \\ 1 \end{pmatrix} = \begin{pmatrix} 1 \\ 1 \end{pmatrix} \quad \text{and} \quad T(z) = \begin{pmatrix} 1 & -1 \\ -z & 1 \end{pmatrix}.
\]

Now, if an compactly supported orthonormal 2–scaling vector provides approximation order \( m \), then by Theorem 2.1 its symbol \( A(z) \) has already a specific factorization (11) with matrices \( C_k \). Equation (15) yields
\[
C_k(z) = 2 \left( \frac{1}{2u_0} \right)^{\delta_{0,k}} T(z),
\]
therefore the factorization condition (27) holds true. Because of
\[
A(z) T^m(z) = \frac{1}{2^{m-1}} T^m(z^2) A_m(z)
\]
and \( \ker T(1) = \text{span}\{(1,1)^T\} \) the vector \( v := (1,1)^T \) has to be a right eigenvector of \( A_m(1) \). \( T(1) \) is symmetric, therefore \( v^T \) is also a left eigenvector of \( T(1) \) corresponding to the eigenvalue 0. Furthermore by the interpolation condition it holds that
\[
v^T A(1) = (2, a_0(1) + a_1(1)).
\]
Due to (16) \( v^T \) is also a left eigenvector of \( A(1) \) corresponding to the eigenvalue 2. By iterating Lemma 3 in [28] we obtain that \( v \) is a right eigenvector of \( A_m(1) \) corresponding to the eigenvalue 1. So we have proven the following theorem.

**Theorem 4.3.** Any compactly supported interpolating orthonormal 2–scaling vector providing approximation order \( m \) is balanced of order \( m \).
5 Examples

5.1 Interpolating scaling vectors

The interpolating scaling functions constructed in [2], interpreted as univariate refinable functions for dyadic scaling, provide approximation order $m$ with symbol entries of a maximum degree $m$. According to equation (7) they can be reinterpreted as 2-scaling vectors. Therefore they belong to the corresponding sets \{$_m\Phi_\alpha : \alpha \in \mathbb{R}$\}. In the following examples $\alpha$ is chosen in such a way that $m\Phi_0$ corresponds to these (scalar) scaling functions in [2].

The case $m = 2$:

For $m = 2$ the symbol $2\mathbf{A}_\alpha(z)$ has the form

$$2\mathbf{A}_\alpha(z) = \begin{pmatrix} \alpha & 1 - \alpha \alpha^{-1} + \frac{1}{2} + \alpha z \\ z & \alpha z^{-1} + \frac{1}{2} + \frac{1}{2} \end{pmatrix}.$$ 

Hence for $\alpha = 0$ the symbol of the symmetrized cardinal B-spline of order 2, interpreted as a 2-scaling vector, is obtained. In Figure 1 we have displayed the Sobolev exponent $s$ of $2\Phi_\alpha$.

![Figure 1: Sobolev exponent s of $2\Phi_\alpha$.](image)

Sobolev regularity of the scaling vectors $2\Phi_\alpha$. We observe that the maximum is attained for $\alpha = -1/12$. The reader should remember that cardinal B-splines are the most regular refinable functions with respect to their supports. The results in [19] imply that the support of $2\Phi_\alpha$ is contained in $[-1,1]$, therefore a scaling vector with the same support but higher regularity compared to the B-spline is constructed. This emphasizes the benefit of matrix refinability. For $\alpha = -1/12$ the Sobolev exponent of $2\Phi_\alpha$ is $s = 1.751$ in contrast to $s = 1.5$ for the B-spline. Thus the scaling vector shown in Figure 2 is one times continuously differentiable, in fact, by the Sobolev embedding theorem, its Hölder exponent is bounded from below by 1.251.
The case $m = 3$:

In the case $m = 3$, the above construction produces a symbol of the form

$$3\mathbf{A}_\alpha(z) = \begin{pmatrix} 1 & \left(\frac{3}{8} - 3\alpha\right)z^{-1} + \frac{3}{4} + 3\alpha - (\alpha + \frac{1}{8})z + \alpha z^2 \\ z & \alpha z^{-1} + \frac{3}{8} - \alpha + (\frac{3}{4} + 3\alpha)z - (\frac{1}{8} + 3\alpha)z^2 \end{pmatrix}. $$

Again, as shown in Figure 3, matrix refinability yields a gain of regularity compared to the scalar case ($\alpha = 0$). The scaling vector depicted in Figure 4

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure3}
\caption{Sobolev exponent $s$ of $3\Phi_\alpha$.}
\end{figure}

responds to the maximum Sobolev exponent $s = 2.119$ of $3\Phi_\alpha$ for $\alpha = -1/20$. The Sobolev exponent of the corresponding scalar scaling function ($\alpha = 0$) is $s = 1.839$. 
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The case $m = 4$:

Starting with $m = 4$ leads to the symbol

$$4A_\alpha(z) = \begin{pmatrix}
1 & -(\frac{1}{16} + 3\alpha)z^{-2} + \frac{9}{16}z^{-1} + \frac{9}{16} + 2\alpha - \frac{1}{16}z + \alpha z^2 \\
\alpha z^{-2} - \frac{1}{16}z^{-1} + \frac{9}{16} + 2\alpha + \frac{9}{16}z - (\frac{1}{16} + 3\alpha)z^2
\end{pmatrix}.$$ 

As shown in Figure 5 the Sobolev exponent of $4\Phi_\alpha$ exceeds $s = 2.441$ corresponding to the scalar case. The choice of $\alpha = 1/50$ yields the scaling vector depicted in Figure 6 with Sobolev exponent $s = 3.078$. 

Figure 4: $\phi_0$ and $\phi_1$ of $3\Phi_\alpha$ with $\alpha = -1/20$. 

Figure 5: Sobolev exponent $s$ of $4\Phi_\alpha$. 

Figure 6 with Sobolev exponent $s = 3.078$. 

\[\text{Figure 4: } \phi_0 \text{ and } \phi_1 \text{ of } 3\Phi_\alpha \text{ with } \alpha = -1/20.\] 

\[\text{The case } m = 4:\] 

\[\text{Starting with } m = 4 \text{ leads to the symbol} \] 

\[4A_\alpha(z) = \begin{pmatrix}
1 & -(\frac{1}{16} + 3\alpha)z^{-2} + \frac{9}{16}z^{-1} + \frac{9}{16} + 2\alpha - \frac{1}{16}z + \alpha z^2 \\
\alpha z^{-2} - \frac{1}{16}z^{-1} + \frac{9}{16} + 2\alpha + \frac{9}{16}z - (\frac{1}{16} + 3\alpha)z^2
\end{pmatrix}.\] 

\[\text{As shown in Figure 5 the Sobolev exponent of } 4\Phi_\alpha \text{ exceeds } s = 2.441 \text{ corresponding to the scalar case. The choice of } \alpha = 1/50 \text{ yields the scaling vector depicted in} \] 

\[\text{Figure 6 with Sobolev exponent } s = 3.078.\]
Figure 6: $\phi_0$ and $\phi_1$ of $4\Phi_\alpha$ with $\alpha = 1/46$.

5.2 Interpolating orthonormal scaling vectors

Due to the quadratic conditions the solutions obtained by our construction are not unique. In the following examples we have chosen those solutions which possess the highest regularity.

The case $n = 1$:

Similar to the non-orthonormal case for $n = 1$ our construction leads to a one-parameter set of 2-scaling vectors $\Phi_\alpha$ with symbols

$$A_\alpha(z) = \begin{pmatrix} 1 & \sqrt{-\alpha(\alpha - 1)}z^{-1} + \alpha & -\sqrt{-\alpha(\alpha - 1)}z + (1 - \alpha)z^2 \\ z & (1 - \alpha)z^{-1} + \sqrt{-\alpha(\alpha - 1)} + \alpha z & -\sqrt{-\alpha(\alpha - 1)}z^2 \end{pmatrix}. $$

Figure 7 shows the Sobolev exponent $s$ of $\Phi_\alpha$. For $\alpha \approx 0.9486$ we obtain an interpolating and orthonormal 2-scaling vector depicted in Figure 8(a) which
provides approximation order 1 and is supported on $[-1, 2]$. The Sobolev exponent of $\Phi_{0.9486}$ is $s = 0.9777$. For $\alpha = 1$ we also obtain the Haar generator interpreted as a scaling vector as is shown in Figure 8(b).

![Figure 8: 2-Scaling vector $\Phi_\alpha$](image)

In Figure 9 an interpolating and a non-interpolating 2-multiwavelet corresponding to $\Phi_{0.9486}$ are shown. Note that both multiwavelets possess the same support properties.

![Figure 9: Multiwavelets corresponding to $\Phi_{0.9486}$](image)

**The case $n > 1$:**

For $n > 1$ all degrees of freedom are consumed by our construction. So, for each $n$ we obtain just a discrete set of solutions and not a parameter depending family
of solutions. In this example we concentrate on the family \( \Phi_n \) of the most regular elements of these sets. All these \( \Phi_n \) depicted in Figure 10 are very similar in shape. The main mass of the scaling vector is concentrated in the interval \([-1, 2]\) and with increasing \( n \) there is just some oscillation added outside this interval. The coefficient sequences \((a_k)_{k \in \mathbb{Z}}\) of the corresponding symbol entries \( a_0(z) \) also reveal this similarity, see Table 3.

The non–interpolating and interpolating multiwavelets \( \Psi_n \) corresponding to the \( \Phi_n \) are shown in Figure 11 and Figure 12 respectively. Both multiwavelet families possess rather similar support properties, but the non–interpolating multiwavelets reveal stronger oscillations. In general, the vanishing moments of a wavelet are strongly connected to its oscillation behaviour. As the matrix extension algorithm used to construct the non–interpolating multiwavelets still contains some freedom, this freedom could possibly be used to optimize the vanishing moments properties of \( \Psi_n \). This will be studied in detail in a forthcoming paper.

As is shown in Table 1 similar to the non–orthonormal case the Sobolev regularity and the provided approximation order increase with the support length of \( \Phi_n \). By enlarging the parameter \( n \) by one either the Sobolev exponent of \( \Phi_n \) or the provided approximation order is alternately increased. In our examples the approximation order equals \( \left\lfloor \frac{n+1}{2} \right\rfloor + 1 \). Note that the examples for \( n = 2 \) and \( n = 4 \) were also obtained by Selesnick in [26]. For \( n = 3 \) our construction also yields the corresponding example of Selesnick and, in addition, a scaling vector that provides a higher Sobolev regularity. Therefore the more regular scaling vector is depicted in Figure 10.

For \( 1 \leq n < 6 \) we were able to compute the sequences \((a_k)_{k \in \mathbb{Z}}\) analytically. The corresponding entries of the symbol \( a_0(z) \) are shown in Table 2 with the notation

\[
a_0(z) := c\tilde{a}_0(z).
\]

<table>
<thead>
<tr>
<th>( n )</th>
<th>supp ( \Phi )</th>
<th>approximation order ( m )</th>
<th>Sobolev exponent ( s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>([-2,3])</td>
<td>2</td>
<td>1.50</td>
</tr>
<tr>
<td>3</td>
<td>([-3,4])</td>
<td>3</td>
<td>1.51</td>
</tr>
<tr>
<td>4</td>
<td>([-4,5])</td>
<td>3</td>
<td>1.74</td>
</tr>
<tr>
<td>5</td>
<td>([-5,6])</td>
<td>4</td>
<td>1.80</td>
</tr>
<tr>
<td>6</td>
<td>([-6,7])</td>
<td>4</td>
<td>2.01</td>
</tr>
<tr>
<td>7</td>
<td>([-7,8])</td>
<td>5</td>
<td>1.84</td>
</tr>
<tr>
<td>8</td>
<td>([-8,9])</td>
<td>5</td>
<td>2.04</td>
</tr>
</tbody>
</table>

Table 1: Sobolev regularity and approximation order of \( \Phi_n \)
\[
\begin{array}{|c|c|c|c|}
\hline
n & c & \tilde{a}_0(z) & \text{roots} \\
\hline
2 & \frac{1}{32} & z^{-2} + (4 + r)z^{-1} + 30 - 2rz + z^2 + (r - 4)z^3 & r = \sqrt{15} \\
\hline
3 & \frac{1}{2560} & (17 - 2r)z^{-3} + (74 + r)z^{-2} + (589 + 6r)z^{-1} + (2418 - 3r) - (589 + 6r)z + (62 + 3r)z^2 + (2r - 17)z^3 + (6 - r)z^4 & r = \sqrt{31} \\
\hline
4 & \frac{1}{7680} & -10z^{-4} + (48 - 2r)z^{-3} + (246 + r)z^{-2} + (1771 + 6r)z^{-1} + 7242 - 3r - (1761 + 6r)z + (178 + 3r)z^2 - (63 - 2r)z^3 + (24 - r)z^4 + 5z^5 & r = \sqrt{1991} \\
\hline
5 & \frac{1}{81920} & (2r_0 - 303 - 4r_1)z^{-5} - (66 + r_0)z^{-4} + (875 + 12r_1 - 10r_0)z^{-3} + (5r_0 + 2690)z^{-2} + (20r_0 + 19370 - 8r_1)z^{-1} + 76940 - 10r_0 - (20r_0 + 8r_1 + 19370)z + (2020 + 10r_0)z^2 - (875 - 12r_1 - 10r_0)z^3 + (470 - 5r_0)z^4 + (303 - 2r_0 - 4r_1)z^5 + (r_0 - 134)z^6 & r_0 = \sqrt{17951} \quad r_1 = \sqrt{10793 - 80r_0} \\
\hline
\end{array}
\]

Table 2: Exact symbol entries \(a_0(z)\)
<table>
<thead>
<tr>
<th></th>
<th>( n = 1 )</th>
<th>( n = 2 )</th>
<th>( n = 3 )</th>
<th>( n = 4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_{-4} )</td>
<td>( 0.22081222792228 )</td>
<td>( 0.4603072956898 )</td>
<td>( -0.002290809091539 )</td>
<td>( -0.001302083333333 )</td>
</tr>
<tr>
<td>( a_{-3} )</td>
<td>( 0.9486 )</td>
<td>( 0.9375 )</td>
<td>( 0.93800652613731 )</td>
<td>( 0.2654882007915 )</td>
</tr>
<tr>
<td>( a_{-2} )</td>
<td>( -0.22081222792228 )</td>
<td>( -0.24206145913796 )</td>
<td>( -0.24215757272538 )</td>
<td>( -0.26415673674582 )</td>
</tr>
<tr>
<td>( a_{-1} )</td>
<td>( 0.0514 )</td>
<td>( -0.0039692704310182 )</td>
<td>( 0.030743473862691 )</td>
<td>( 0.040607014206242 )</td>
</tr>
<tr>
<td>( a_0 )</td>
<td>( 0.000067014206242 )</td>
<td>( 0.00016884204576952 )</td>
<td>( 0.00034168289152725 )</td>
<td>( 0.00065104166666667 )</td>
</tr>
<tr>
<td>( a_1 )</td>
<td>( 0.9486 )</td>
<td>( 0.9375 )</td>
<td>( 0.93800652613731 )</td>
<td>( 0.2654882007915 )</td>
</tr>
<tr>
<td>( a_2 )</td>
<td>( -0.22081222792228 )</td>
<td>( -0.24206145913796 )</td>
<td>( -0.24215757272538 )</td>
<td>( -0.26415673674582 )</td>
</tr>
<tr>
<td>( a_3 )</td>
<td>( 0.0514 )</td>
<td>( -0.0039692704310182 )</td>
<td>( 0.030743473862691 )</td>
<td>( 0.040607014206242 )</td>
</tr>
<tr>
<td>( a_4 )</td>
<td>( 0.000067014206242 )</td>
<td>( 0.00016884204576952 )</td>
<td>( 0.00034168289152725 )</td>
<td>( 0.00065104166666667 )</td>
</tr>
</tbody>
</table>

**Table 3: Coefficient sequences**

\( a_k \) for \( k \geq 0 \)
Figure 10: Scaling vector $\Phi_n$ for $n > 1$
Figure 11: Non-interpolating 2-multiwavelet \( \Psi_n \) for \( n > 1 \)
Figure 12: Interpolating 2-multiwavelet $\Psi_n$ for $n > 1$
The masks \( (B_k)_{k \in \mathbb{Z}} \) of the non-interpolating multiwavelets \( \Psi_n \) are shown in Table 4 with the notation
\[
B_k := \begin{pmatrix} b_{k0}^{00} & b_{k1}^{01} \\ b_{k0}^{10} & b_{k1}^{11} \end{pmatrix}.
\]
Again, the masks also reveal the similarity of the multiwavelets shown in Figure 11.

**Remark.** The regularity of the constructed scaling vectors was estimated with a MATLAB routine written by Q.T. Jiang [13], for the theoretical background see [10] and [12].
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\[ k \] & \[ b_{k}^{10} \] & \[ b_{k}^{11} \] & \[ b_{k}^{10} \] & \[ b_{k}^{11} \] \\
-1 & -0.2242 & 0 & 0.0438 & 0 \\
0 & 0.9555 & -0.9994 & 0.9555 & -0.9994 \\
1 & 0.1885 & 0.0339 & 0.9555 & -0.9994 \\
2 & 0.0438 & 0.2224 & 0 & 0 \\

\[ n = 2 \] \\
-2 & 0.0311 & 0 & 0 & 0 \\
-1 & -0.2449 & 0 & 0 & 0 \\
0 & 0.9298 & -0.9999 & 0.9298 & -0.9999 \\
1 & 0.2708 & -0.9299 & 0.9298 & -0.9999 \\
2 & 0.0386 & 0 & 0.9298 & -0.9999 \\
3 & 0.0404 & 0 & 0 & 0 \\

\[ n = 3 \] \\
-3 & 0.0022 & 0 & 0 & 0 \\
-2 & 0.0310 & 0 & 0 & 0 \\
-1 & -0.2431 & 0 & 0 & 0 \\
0 & 0.9380 & -0.9999 & 0.9380 & -0.9999 \\
1 & 0.2431 & -0.9380 & 0.9380 & -0.9999 \\
2 & 0.0307 & 0 & 0.9380 & -0.9999 \\
3 & 0.0029 & 0 & 0 & 0 \\
4 & 0.0001 & 0 & 0 & 0 \\

\[ n = 4 \] \\
-4 & 0.0026 & 0 & 0 & 0 \\
-3 & 0.0053 & 0 & 0 & 0 \\
-2 & 0.0461 & 0 & 0 & 0 \\
-1 & -0.2636 & 0 & 0 & 0 \\
0 & 0.9248 & -0.9999 & 0.9248 & -0.9999 \\
1 & 0.2665 & -0.9248 & 0.9248 & -0.9999 \\
2 & 0.0385 & 0 & 0.9248 & -0.9999 \\
3 & -0.0031 & 0 & 0 & 0 \\
4 & -0.0001 & 0 & 0 & 0 \\
5 & 0 & 0 & 0 & 0 \\

\[ n = 5 \] \\
-5 & 6.5040 & 0 & 0 & 0 \\
-4 & -0.0042 & 0 & 0 & 0 \\
-3 & 0.0069 & 0 & 0 & 0 \\
-2 & 0.0410 & 0 & 0 & 0 \\
-1 & -0.2700 & 0 & 0 & 0 \\
0 & 0.9228 & 0 & 0 & 0 \\
1 & 0.2683 & 0 & 0 & 0 \\
2 & 0.0410 & 0 & 0 & 0 \\
3 & -0.0039 & 0 & 0 & 0 \\
4 & 0.0005 & 0 & 0 & 0 \\
5 & -2.2775 & 0 & 0 & 0 \\

Table 4: Multiwavelet masks \( (B_k)_{k \in \mathbb{Z}} \)


